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A B S T R A C T
An observing system simulation experiment is used to test and compare objective and subjective estimates of sensitivity
of a forecast aspect to the initial condition (IC) fields for a case of rapidly developing cyclogenesis over the Western
Mediterranean during 19–22 December 1979. The ability of sensitivity estimation methods to provide helpful guidance
about where an improvement in the IC can lead to the largest forecast error reduction is particularly important to
ascertain in order to guide adaptive observation campaigns.

Synthetic soundings from a 15-km reference simulation are added to an initially poor 60-km control simulation
over the sensitive areas as determined by the combination of the given sensitivity estimate and a simple analysis error
estimate. The ability of each sensitivity estimation method to produce an improved simulation of the cyclone is assessed.

Results show that while the sensitivity estimates perform similarly, with no significant differences among them, the
subjective method yields the best overall targeting guidance. In contrast, the adjoint estimate provides the least accurate
targeting guidance for this particular case and analysis error estimate. This suggests that subjective sensitivity estimation
methods are able to compete with or even improve upon the objective estimation method for this case of cyclogenesis
over the Western Mediterranean.

1. Introduction

The initiatization of numerical weather prediction models has
become a subject of increasing attention in recent years. The
continuous improvement of model numerics, physical process
parameterization schemes, and the continued improvements in
computational resources have allowed operational models to be
run at grid spacings below 10 km. Yet studies suggest that a
detailed and accurate representation of the atmosphere is cru-
cial for a successful forecast at subsynoptic scales (Stensrud and
Fritsch, 1994), presenting a significant challenge for both data
assimilation and observation strategies. The persistence of anal-
ysis errors in model initial conditions (ICs, Fritsch et al., 2000)
has led to the development of several approaches to mitigate the
effects of these errors in the forecast process. Emanuel et al.
(1995) illustrate the utility of adaptive observations to reduce
the analysis error over data-sensitive regions. Likewise, ensem-
ble prediction systems based on IC perturbations recognize the
presence of errors in the analyses and seek to include these un-
certainties and their growth throughout the simulation period as
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a method to assess forecast confidence (Toth and Kalnay, 1997;
Gelaro et al., 1998).

Both adaptive observing systems and perturbed IC ensemble
strategies are based on the concept of IC error growth. In a
pragmatic sense, only IC errors that grow during the simulation
need to be considered when attempting to improve a forecast.
Thus, an ‘effective IC error’ (F) must include two aspects: the
analysis error (E) and the sensitivity (S) of a specified forecast
aspect to the IC, such that Fi = f (E, S) for each grid point i of
the domain. The function f can conceivably have a very complex
form. Regions with large F originate either from large analysis
errors and appreciable sensitivity, appreciable analysis errors
and large sensitivities, or moderate analysis errors and moderate
sensitivities. In contrast, low values of effective error over an
area indicate that either the analysis is relatively accurate or the
sensitivity of the forecast over that area is negligible, or both, so
that if large analysis errors exist, these errors do not ‘effectively’
degrade the forecast aspect of interest. In this study, we use the
simplest possible form of f that fits these criteria, namely

Fi = Ei Si . (1)

When put in these simple terms, adaptive observation strate-
gies and current IC ensemble prediction systems act to identify
regions in the IC with large values of F and then either decrease
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E using adaptive observation strategies or account for the anal-
ysis errors by generating IC perturbations based on F that grow
the fastest using ensemble prediction systems. We focus here on
the use of adaptive observation strategies to decrease E.

Unfortunately, in real cases both the sensitivity field S and
the analysis error E are unknown and so estimates of S and E
are used to derive the ‘effective error’ (F). While many differ-
ent approaches can be used to set bounds on the analysis error
(e.g. Daley, 1991), we use a very simple form of E that is based
on the operational sounding network density and investigate the
differences found when using several estimates of the sensitiv-
ity S defined by objective and subjective sensitivity estimation
methods. Adaptive observation techniques that account for the
effects of the data assimilation system that assimilates the tar-
geted observations are not evaluated.

In this study, we compare the skill of an adjoint model in
a simulated adaptive observing system over the Mediterranean
against several traditional subjective sensitivity estimates. The
comparisons are carried out on a case of rapid cyclogenesis for
an African low over the Western Mediterranean that occurred in
December 1979. This allows for the comparison of the relatively
complex and computationally expensive adjoint method against
other less computationally expensive approaches and assess the
often hypothesized better skill of the adjoint model for sensitivity
estimates. This study also represents an initial exploratory step
towards the development of targeting strategies for damaging
weather situations in the Western Mediterranean. This is a basic
objective of the MEDiterranean EXperiment on cyclones that
produce high impact weather (MEDEX) and was also a part
of the operations plan of the European THORPEX Regional
Campaign 2007 (ETReC).

In order to assess the ability of the sensitivity estimates to
identify regions in the IC where additional observations most
effectively decrease the forecast error, an observing system sim-
ulation experiment is performed. Synthetic rawinsonde observa-
tions (soundings) are created from a 15-km reference simulation
of the African low and assimilated into an initially deficient
60-km simulation of the same event started 12 h later. The deci-
sion about where the simulated observations are inserted is based
on the sensitivity estimates and the assumed distribution of anal-
ysis error. The ability of the sensitivity estimates to provide good
targeting guidance is assessed by analysing and comparing the
resulting targeted simulations with the 15-km simulation of the
cyclone.

The paper begins with a brief review of the sensitivity cal-
culation and adaptive observations problems. A description of
the model configuration used is detailed in Section 3. Section 4
presents a synoptic overview of the event and the poor-quality
control run forecast. The set of sensitivity estimates used for this
case are presented in Section 5. Section 6 discusses the details of
the simulated observing system simulation experiment and the
creation of simulated soundings. The results of the simulations
and comparisons of the skill of each sensitivity estimate in re-

ducing the forecast error is shown in Section 7. Discussion and
final remarks are found in Section 8.

2. Background

The sensitivity of a given numerical forecast aspect, such as cy-
clone central pressure at a given time, can be estimated using a
variety of approaches. Traditional sensitivity estimation is aimed
at establishing cause-effect links and involves the diagnosis of
an event followed by the subjective identification of potentially
important structures in the IC. The method is usually based on
conceptual models and straightforward Lagrangian back track-
ing of features through time (Lord, 1996; Ramis et al., 1998).
These sensitivities often are verified by examining the effect
of appropriate IC perturbations on the forecast. Extensions to
this technique allow one to isolate the non-linear synergisms be-
tween IC perturbations by combining various perturbed experi-
ments (Stein and Alpert, 1993). The traditional approach results
in a qualitative estimation of the sensitivity, and is widely used
to provide guidance in supplementary observational campaigns
(Burpee et al., 1984; Lord, 1996) and attribution sensitivity stud-
ies (e.g. Romero, 2001).

The introduction of tangent linear and adjoint models into the
numerical weather prediction community allows the computa-
tion of more objective sensitivity estimates for a given forecast
aspect (Errico, 1997) at the expense of being restricted to the
linear framework. Adjoint models have been used in adaptive
observation campaigns such as the Fronts and Atlantic Storm-
Track Experiment (FASTEX), the North Pacific Experiment
(NORPEX, e.g. Langland et al., 1999a,b) and the 2003 At-
lantic THORPEX Regional Campaign (ATReC, e.g. Truscott
and Richardson, 2003), and they are also used operationally to
compute singular vectors in the medium-range ensemble predic-
tion system at the European Centre for Medium-range Weather
Forecast (ECMWF, Gelaro et al., 1998). Adjoint models track
the gradient of a forecast aspect with respect to the model state
vector backward in time to determine its sensitivity to the IC
state vector. To do so, a linear operator is constructed tangent
to the phase space trajectory followed by the non-linear simu-
lation. The transposition of such a linear operator results in the
adjoint model. However, there are a number of theoretical and
practical factors that hamper the accuracy of the adjoint-derived
sensitivity (Errico, 1997). In addition to the intrinsic approxima-
tion due to the model tangent linearization, the linearization of
diabatic processes is particularly complex and inaccurate. Moist
processes and convective parameterization schemes involve a
substantial number of non-differentiable operations, called on-
off switches (Bao and Kuo, 1995; Xu, 1996), that limit the ac-
curacy of the tangent linear and adjoint model results (Park and
Droegemeier, 1997; Errico and Raeder, 1999). These limitations
become even more important at the subsynoptic scale, where
diabatic processes and convection govern an important fraction
of the energy spectrum.
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Adaptive observation strategies largely have been investi-
gated only during the last decade. Real-time applications such as
in the FASTEX, NORPEX, Winter Storm Reconnaissance and
ATReC 2003 Programs have produced mixed results regarding
the impact of targeted observations on mid-latitude winter cy-
clones forecasts (Gelaro et al., 1999; Langland et al., 1999a;
Szunyogh et al., 1999; Toth et al., 2002; Weissmann et al.,
2005). Lately, the assimilation scheme has been taken into ac-
count in the targeting decision-making process, yielding the
sensitivity to observations rather than to the model IC (Baker
and Daley, 2000; Doerenbecher and Bergot, 2001; Langland
and Baker, 2004), although no direct guidance regarding un-
observed areas is obtained. The calculation of sensitivities to
observations offers an elegant framework to estimate, within
the linear regime, the impact of an observation on the fore-
cast aspect of interest while also accounting for the effects of
the assimilation scheme. These methods do not directly pro-
vide guidance about where the targeted observations should be
deployed, instead providing estimates of forecast performance
given a set of proposed observations. In this way, a variety of
proposed observational deployments can be analysed and the
one that yields the most improved forecast can be determined.
These methods explicitly account for the regional covariances
used within the data assimilation system that might reveal in-
fluential observations located far from the regions with large
adjoint IC sensitivity. Berliner et al. (1999) approaches this prob-
lem from a statistical design viewpoint and shows that optimal
sites for targeted observations should be in locations with larger
error and that are correlated with other unobserved sensitive
regions.

An additional family of sensitivity estimation and targeting
techniques have emerged from the proliferation and wide-spread
availability of ensemble forecasts. Bishop et al. (2001) intro-
duced the Ensemble Transform Kalman Filter (ETKF) tech-
nique that estimates potential numerical forecast error reductions
by combining information on perturbation evolution with er-
ror statistics from an ensemble-based data assimilation scheme.
Majumdar et al. (2006) and Reynolds et al. (2007) study in de-
tail the differences between ETKF and adjoint-based methods
for tropical and mid-latitude North-Atlantic cyclones, discussing
the small differences in performance despite the notably differ-
ent sensitivity estimates (analysis error driven and dynamically
driven, respectively) that each method tends to produce. An-
other ensemble approach was first explored by Hakim and Torn
(2008) who estimate forecast sensitivity by means of the linear
relationship between IC perturbations and forecast perturbations
in an ensemble forecasting system. Ancell and Hakim (2007a)
analyse the differences between adjoint and ensemble-based sen-
sitivity estimates for a sea level pressure 24-h forecast at a single
point in the Pacific Northwest region of the United States. They
show that ensemble sensitivities produce larger scale patterns
and larger values of sensitivity owing to the statistical and dy-
namical character of each technique.

For the moment, no robust and efficient targeting strategy
has been proposed and results vary largely from great forecast
enhancements to strong degradations. Using a simplified model
and idealized observations, Morss et al. (2001) and Morss and
Emanuel (2002) describe the limitations of targeting systems
and provide several scenarios where, even using a perfect model
and perfect observations, adding observations in targeted areas
degrade the forecast due to the inherent statistical and non-linear
character of the data assimilation and forecast systems.

Here, a simple testbed for an adjoint-derived sensitivity esti-
mate within an observation targeting experiment is carried out,
analysing its accuracy against other simple methods to estimate
IC sensitivity.

3. Basic numerical configuration

For all simulations presented in this study we use the Pennsylva-
nia State University-National Center for Atmospheric Research
(Penn State-NCAR) non-hydrostatic mesoscale modelling sys-
tem version 5.3.6 (MM5, Grell et al., 1994; Dudhia et al., 2002).
A single grid of 71 × 71 points at 60 km grid spacing, which cov-
ers all the Western Mediterranean, north Africa, the northwest
Atlantic Ocean and Europe, is used (Fig. 1). In the vertical, 23
σ -levels with higher density at low levels are used. The forecast
period extends to 60 h with a timestep of 180 s. The 60 h fore-
cast length is selected because rapidly developing cyclones over
the western Mediterranean can produce significant damage and
an accurate 60 h forecast would provide the advance warning
needed for disaster response preparation.

The standard MM5 includes many different options for the
various physical parameterization schemes. For the present
study, the Kain and Fritsch (1993) convective parameteriza-
tion scheme, which includes shallow convection (Kain, 2002)
is used. The resolved-scale moist processes follow the micro-
physics scheme of Reisner et al. (1998), which allows for cloud
water, rain water, supercooled liquid water, cloud ice and snow.
The planetary boundary layer is parameterized using the Hong
and Pan (1996) scheme. Sea surface temperatures remain con-
stant during the simulation and are taken from the National
Centers for Environmental Prediction (NCEP) weekly analysis.
A simple radiative cooling scheme is selected, which accounts
for long- and short-wave interactions with clouds and clear air
(Benjamin, 1983). Initial and boundary conditions are created
using the three-dimensional variational (3DVAR) data assimi-
lation system for the MM5 (Barker et al., 2004). The 3DVAR
scheme combines a first-guess background state with observa-
tions to create an optimal analysis based on their statistical prop-
erties. The first-guess state is interpolated from the NCEP global
2.5◦ × 2.5◦ analysis fields, and standard surface and upper-air
observations are also provided to the variational analysis system.
The observation errors are assumed to be spatially uncorrelated
and a fixed, flow independent, background error matrix is used.
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Fig. 1. 3DVAR analysis fields of 300 hPa PV (PVU, shaded), 900 hPa
temperature (◦C, dashed) and sea level pressure (hPa, solid) at (a) 12
UTC 19, (b) 00 UTC 21 and (c) 00 UTC 22 December 1979.

Time-dependent boundary conditions are supplied to the simu-
lation by means of a relaxation inflow/outflow 5-point sponge
frame based upon analyses from the 3DVAR system at 12 h inter-
vals. An upper radiative condition is used to minimize spurious
noise reflection at the model top.

4. Synoptic overview

The case used for this study is a rapidly developing cyclone
over the Western Mediterranean that occurred from 19 to 22
December 1979. Homar et al. (2002) present a detailed numer-
ical analysis of the event, highlighting an initial stage of strong
baroclinically forced deepening over north Africa followed by
a period of intense latent heat release from convection when
the cyclone core reaches the warm western Mediterranean Sea.
The analysed pressure drop at the centre of the cyclone during
the 24 h period starting 00 UTC 21 December fulfils the Sanders
and Gyakum (1980) condition for rapidly deepening cyclones
(0.7 hPa h−1 during 24 h at 40 ◦N). Sustained winds over land
of 10 ms−1 and gusts exceeding 30 ms−1 are reported over peri-
ods exceeding more than 78 h at some stations on the Balearic
Islands.

The event begins with a broad surface high sitting over the
northwestern Atlantic which, together with a dissipating depres-
sion over the northern portion of the Western Mediterranean,
produce northerly cold advection over the Iberian Peninsula and
northwestern Africa (Fig. 1a). At the upper levels, a wide cold
trough covers most of Europe, with three secondary waves vis-
ible as relative maxima on the 300 hPa potential vorticity (PV)
field. Over the next 36 h, the westernmost PV maximum extends
farther to the southwest and then it begins to roll-up northeast-
wards, while at low levels an extensive cyclone develops over
North Africa linked to the low-level frontal zone (Fig. 1b). Over
the following 24 h, the cyclone intensifies and moves northward
toward the Mediterranean Sea. By 00 UTC 22 December, a
deep and round cyclone covers the Western Mediterranean with
strong winds affecting northern Italy, southern France and east-
ern Spain (Fig. 1c). At this time, the minimum central pressure
computed by the analysis over the sea is 982 hPa and located to
the east of the Balearic Islands.

4.1. Control run

Using the numerical set-up detailed in Section 3, we run a 60 h
simulation starting at 12 UTC 19 December 1979. This experi-
ment does not reproduce the intensity or shape of the analysed
cyclone. The simulated cyclone has a central pressure of only
999 hPa (17 hPa above the analysis) and an elongated north-
south shape with less intense sea level pressure gradients than
indicated by the analysis (Fig. 2). As seen on the PV field, these
discrepancies are likely related to the inability of the model to
reproduce accurately the detailed evolution of the upper-level
shortwave trough. In particular, the eastern PV anomaly anal-
ysed directly over the surface cyclone centre (Fig. 1c) is not
an isolated nuclei in the simulation but a wide eastward exten-
sion of the main PV streamer. This results in weaker but more
widespread cyclogenetic forcing from the upper trough and a
less localized low.

Tellus 60A (2008), 5



1068 V. HOMAR AND D. J. STENSRUD

22/00h

Fig. 2. As in Fig. 1, but for the 60-km control run: 60 h forecast valid
at 00 UTC 22 December.

This simulation is used as the control run due to its a priori
significant potential for forecast improvement with respect to
the cyclone intensity and shape at 00 UTC 22 December. Ac-
curate forecasts of these Western Mediterranean cyclones and
the interaction of their associated winds with the topographic
ranges of the region are of primary importance to predicting
episodes of heavy rainfall and damaging winds over the pop-
ulated coastal areas of the Mediterranean basin. Indeed, the
THORPEX–MEDEX project is founded on this fundamental
hypothesis.

5. Sensitivity estimates

The ability of various sensitivity estimation techniques to iden-
tify the structures in the 12 UTC 19 December fields (Fig. 1a) that
are important to the development of the intense Mediterranean
cyclone observed at 00 UTC 22 December are now explored
(Fig. 1c). Although numerous methods have been used to di-
rectly or indirectly estimate the most influential areas for the
prediction of an aspect of interest in a numerical forecast, we
focus our attention on two groups of methods: ‘objective’ and
‘subjective’. We define ‘objective’ methods as those based on
the tangent linear and adjoint models. Other objective sensitiv-
ity estimation methods such as the ensemble transform Kalman
technique (Bishop et al., 2001) or tangent linear inverse meth-
ods (Pu et al., 1997) are not considered. We define ‘subjective’
methods as those based on the human interpretation of the atmo-
spheric fields and the use of links between the chosen forecast
aspect and the IC structures as derived from conceptual mod-
els. We recognize that the chosen sensitivity estimation methods
do not represent an exhaustive list of all adaptive observation
strategies, but believe that the results presented herein are worth
consideration in targeting campaigns planning to use targeting
strategies similar to those presented here.

5.1. Adjoint estimate

We use the MM5 adjoint model (Zou et al., 1997, 1998) to
compute the sensitivity of this intense Mediterranean cyclone
simulation to the IC fields. For this run, we use the same grid
and time span as for the control run. Although this maritime
cyclogenesis event has important contributions from convective
heating during the second stage of cyclone deepening, we do not
use the convective parameterization available in the adjoint due
to inconsistencies in the linearization of the convective scheme
as shown by Homar and Stensrud (2004). However, the adjoint of
the Dudhia (1989) microphysics scheme is included in the model
to account for grid-scale microphysical processes. A simple bulk
boundary layer parameterization is used. In order to run a tangent
linear simulation, the basic state non-linear trajectory needs to be
stored. We use an every-timestep update to avoid any degradation
from this source in the results (Errico et al., 1993). Using this
configuration, we define a response function of interest and the
adjoint model traces back its sensitivity, computing the gradients
of the response function with respect to the model state.

It is well known that sensitivity fields computed by the adjoint
are very dependent upon the definition of the response function.
We define the response function as the pressure at the lowest
model level over the predicted cyclone centre at 00 UTC 22
December. Other relevant characteristics of the cyclone, such as
the winds close to the core, are not included explicitly in this
response function. While the adjoint does not strictly guarantee
that these other variables are affected, we expect that producing
a deeper cyclone will yield improvements to the predicted cy-
clone’s shape and associated winds. The adjoint computes the
gradients of the response function to perturbations in the fields
at the 12 UTC 19 December model start time.

Regarding the validity of the adjoint model or its ability to
compute accurate sensitivity fields for this case, no strict test
of the linear approximation is performed for this simulation.
However, the combination of the initial synoptic-scale baro-
clinic development of the cyclone (that is likely to have a large
linear component) followed by an intensification stage forced
by mesoscale processes (that are likely to have a larger non-
linear component and thus hamper the adjoint results) provides
a good opportunity to use the adjoint estimation method in com-
parison with subjective sensitivity estimates for this important
type of rapidly developing cyclone. The strict assessment of the
tangent-linear range to IC perturbation amplitudes, as presented
in Homar and Stensrud (2004), is too demanding to be imple-
mented in real-time targeting campaigns, suggesting that the
experimental setup used here is realistic. We recognize, how-
ever, that non-linear effects become important by 48 h (Gilmour
et al., 2001), likely placing a bound on the forecast improvements
expected.

In order to summarize the three-dimensional sensitivity es-
timates, vertical and horizontal averages of the absolute values
of the adjoint variables û, v̂ [hPa (ms−1)−1], T̂ (hPa K−1), p̂

Tellus 60A (2008), 5



SUBJECTIVE VERSUS OBJECTIVE SENSITIVITY ESTIMATES 1069

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

hPa/[IC]

a)

 b)  100

 200

 300

 L
ev

el
 (

hP
a)

 Sensitivity (hPa/[IC Units])

 400

 500

 600

 700

 800

 900

 1000
 0  0.02  0.04  0.06  0.08  0.1  0.12  0.14

U
V
T
P
Q

Fig. 3. Adjoint model results. (a) Vertical average of the absolute value
of the sensitivities of u, v, T, p and q (units are non-physical
hPa/[Model Input]). (b) Vertical distribution of the horizontal (pressure
level) average of the individual sensitivities {corresponding units are
hPa/[(m s−1), K, hPa, g kg−1]} versus pressure.

(hPa hPa−1) and q̂ [hPa (g kg−1)−1] are computed. While this
field is inherently ill-defined because the averaged fields have
different units, it is a convenient index that provides a concise vi-
sualization of the sensitivity distribution across the domain. The
sensitivity results focus primarily on the western and southern
parts of the Iberian Peninsula (Fig. 3a), though significant sen-
sitivity extends westward over the Atlantic toward the British
Isles and over north Africa. Temperature and specific humid-
ity show the largest sensitivities, with maximum amplitudes at
mid- to low levels (Fig. 3b). This vertical distribution and the
dominance of the temperature and specific humidity variables
is characteristic of adjoint results for cyclogenesis events as de-
scribed by Langland et al. (1995), Lewis et al. (2001) and Homar
and Stensrud (2004). An analysis and interpretation of the large

sensitivities found in the mid- and low levels, as opposed to sen-
sitivities in upper tropospheric structures, for short range (24–
72 h) forecasts is provided by Gelaro et al. (2000) and Badger
and Hoskins (2001). The two-dimensional synopsis of the ad-
joint results shown in Fig. 3a is used as the sensitivity S needed
to compute the effective error F in eq. (1).

Although more complex measures of the analysis error E
can be computed from data assimilation systems, we choose a
simple estimate computed as a function of the sounding network
density, in which

E(x, y) =
∏

Stations

[
1 − e

− (xs−x)2+(ys−y)2

σ2

]
, (2)

where xs and ys correspond to the sounding locations, and σ is
the standard deviation that defines the area of influence of each
station. Thus, we assume that each station reduces the analysis
error following a two-dimensional Gaussian function around
the sounding location. Although in a rigorous sense the effect
of each sounding extends over the whole domain in variational
assimilation systems, inspection of the typical local perturbation
induced by several test soundings on the 3DVAR analysis fields
suggests a σ value of 600 km for this particular case.

The effective error F is computed by multiplying the sensi-
tivity S (Fig. 3a) with the error estimate E (eq. 2). Note that
E(xs , ys) = 0 and so F(xs , ys) = 0 at each sounding location, and
therefore no targeted observation is placed over a fixed sound-
ing station. The resulting effective error (Fig. 4) highlights areas
where the sounding density is low and the sensitivity of the
forecast aspect is high, suggesting that an improvement of the
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Available real sounding stations are indicated with stars. Black dots
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analysis in these areas has a larger impact on the forecast er-
ror. The results show that despite the existence of a number of
fixed stations over the Iberian peninsula, the effective error F
suggests that a better sampling of the IC fields over this region
would benefit the prediction more than improved sampling over
many other regions in the domain that are less densely observed.
On the other hand, over west Algeria, Tunisia, the British Isles
and most of central Europe, the regular fixed sounding obser-
vations provide, as suggested by this adjoint-derived effective
error, enough accuracy to the IC fields to not contribute signifi-
cantly to the forecast error for the cyclone development.

5.2. Gradients estimate

This subjective sensitivity estimate is entirely based on a sim-
ple attribution of the sensitivity to structures in the IC that are
likely to have a role in cyclogenetic development. Mid- to upper-
level PV anomalies, low level baroclinic regions, jets-streaks and
moisture boundaries are features which contribute to cycloge-
nesis and usually govern the generation of intense phenomena
(e.g. Carlson, 1991). Thus, this estimate is defined as the verti-
cal average of the normalized absolute value of the gradients of
PV, temperature, wind speed and specific humidity. The aim of
this approach is to place targeted observations where they better
represent a priori important features in the IC to improve the
forecast. The effective error F obtained from this estimate S and
the analysis error E from eq. (2), shows that this method focuses
on a good representation of the incipient secondary upper-level
trough and associated jet-stream (Fig. 5) and on the north African

1

2

3

4
5

6

7

8

9

10

11

12

13

14

15

16

17

18
19

20

21

22

23

24

2526

27

2829

31

32

33

34

35

36

37

38

39

40

41

42 43

44

45

46

47

49

50

51

52

53

54

55

56

57

58

59

60

61

62

6364

65

66

68

69

70

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91
92

93

95

96

97

98

99

100

Fig. 5. Effective error F for the gradients sensitivity estimate (see text
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Fig. 6. As in Fig. 5 but for the combined estimates.

environment where this upper-level system further evolves and
the cyclogenesis occurs.

5.3. Combined estimate

The two sensitivity estimation methods that can be created au-
tomatically, the adjoint and gradient estimates, are combined by
taking the mean of these two sensitivity estimates and multiply-
ing by the assumed analysis error distribution. This approach
admits that combining both methods may incorporate ingredi-
ents that are missed by either method but eventually influential
in the full non-linear model. Thus, we evaluate whether or not
the mean of these two sensitivity estimates (Fig. 6) can capture
better the actual non-linear sensitivity and yield an improved
simulation of the cyclone.

5.4. Manual estimates

Two manual subjective sensitivity estimates also are included
in the comparisons, with each author producing one manual se-
lection of targeting locations. For this test, the fields explicit
sensitivity S and effective error E are not computed or used. In-
stead, the manual selection of the desired sounding observations
is based upon a visual inspection of the IC fields, with particular
attention paid to the upper-level PV structures, and knowledge
of the fixed sounding station locations. This procedure mimics
the traditional adaptive observational decision-making process,
where a team of meteorologists decide where extra observations
are convenient without the support from sensitivity fields. Two
manual experiments are made to ascertain the robustness of this

Tellus 60A (2008), 5



SUBJECTIVE VERSUS OBJECTIVE SENSITIVITY ESTIMATES 1071

1 2

34567

8 9 10

111213

14 1516

17

18

19

20 21

22 23 24

25

26

27

28 29 30313233

34 35 36 37 38

39 40 41 42 4344

45

46
47

48 49 50
51

52 53

54

55

56

57 58 59 60 61

62

63

64 65 66 67 68 69

70

71 72 73 74 75
76

77

78

79

80

81

82

83

84 85 86
87

88

89

90

919293

94 95 96979899
100

1

2 3
4

5

6

7

8

9

1011

12

13

14
15

16

17

18

19

20
21

22

23

24

25

26

27
28

29
30

31

32

33

34

35

36

3738

39
40

41
42

43
44

45
46

47

48

49

50

51

52

53

54
55

5657
58

59

60

61

62

6364

65

66

67

68

69
70

71

72

73

74

75

76
77

78 79
80

81
82

83

84
85

86
87

88899091

92

93 94
95

96
97

98
99

100

Fig. 7. Manual selection of location for targeted observations. The
fields that are used to guide the selection, 3DVAR analysis at 12 UTC
19 December 1979, are plotted: PV at 250 hPa (PVU, shaded),
temperature at 850 hPa (◦C, dashed), and wind speed at 250 hPa (solid,
� = 5 ≥ 40 ms−1). Panels depict (a) Manual I and (b) Manual II
selections referred to in the text.

approach and avoid the possible pathological characteristics of
one single manual sample of stations. The selected stations and
the main fields used to choose them are shown in Fig. 7. While
one author is very familiar with this case and perhaps can use this
knowledge to provide the best possible selection of soundings,
the other author is not very familiar with this case. In general
both selections of stations focus over the southern and south-

western edges of a PV anomaly, the leading edge of the 250 hPa
jet streak and the warm surge visible over the southern Iberian
Peninsula and Morroco at 900 hPa. This is dynamically justified
since the interaction of all three sampled agents is crucial for the
posterior Mediterranean cyclogenesis (Homar et al., 2002). It is
our hypothesis that if both manual sensitivity estimates perform
well, similar results will be obtained in real adaptive observing
campaigns led by experienced forecasters for the region.

6. Observing simulation system experiment
(OSSE)

With the sensitivity estimates now defined, an OSSE is created
to provide a simulated atmospheric state from which soundings
are extracted. An identical set-up as the control run (Section 3)
is used for this experiment, except that the grid spacing is in-
creased up to 15 km (281 × 281 grid points and a 45 s timestep),
the simulation starts 12 h prior to the control run (00 UTC
19 December), and the ECMWF re-analyses are used as the
first-guess fields for the 3DVAR system. This simulation will
play the role of synthetic ‘truth’ from where additional sound-
ings for the targeted simulations will be extracted. The use of a
higher resolution run from which to extract synthetic soundings
adds realism to the OSSE framework as it naturally includes
differences in representativeness between the forecast model at
60 km and the synthetic observations at 15 km; differences in
representativeness between the forecast model and real sounding
observations are even larger.

Results from this high resolution run are shown in Fig. 8.
The forecast at the verification time (00 UTC 22 December)
shows a sea level pressure minimum of 988 (7 hPa above the
analysis and 11 hPa below the control run) and surface winds
over the Balearics reaching 23 m s−1. Linked to this more focused
depression and rounder circulation about the cyclone centre, this
simulation forecasts a well defined PV anomaly at the upper
levels over the cyclone core.

The high resolution simulation is started at 00 UTC 19 De-
cember to allow the model to spin-up all resolvable scales prior
to the 12 UTC 19 December start time of the 60 km control
run. The targeting process consists of extracting soundings se-
quentially from the 12 h forecast fields of the high resolution
simulation (Fig. 8a) at the locations of maximum effective error
F (as shown in Figs. 4–7) and adding these simulated sound-
ings to the 60 km control run 3DVAR data assimilation system.
After each new station is added, a recalculation of E (eq. 2) is
done and a new F is computed. Thus, the effective error fields
change as new soundings are added to the simulation. The tar-
geting framework is mimiced by using the fixed sensitivity esti-
mates determined from the control run. For the case of Manual
estimates, the soundings are extracted in the order presented in
Fig. 7. By comparing the different resulting targeted simulations,
the ability of each sensitivity estimation method to determine the
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19/12h

22/00h

Fig. 8. Fields of sea level pressure (hPa, solid), temperature at 900 hPa
(◦C, dashed) and PV at 300 hPa (PVU, shaded) from OSSE 15-km
simulation for upper panel: 12 UTC 19 December (initial time for
control and targeted simulations) and lower panel: 00 UTC 22
December (verification time). Stars in panel (b) indicate the corners of
the rectangular area used to compute PV correlations presented in
Section 7.

areas where additional soundings yield an improved simulation
is evaluated.

The simulated soundings are created from the 15 km OSSE
simulation and supplied to the 60 km 3DVAR experiments to-
gether with the actual observations. The error statistics associ-
ated with the targeted soundings are the same as those used for
the real soundings (i.e. constant and spatially uncorrelated).

7. Targeted simulations comparison

The simulated soundings are added to the actual observed sound-
ings one by one and new ICs can be created by the 3DVAR
scheme after each new sounding is added. Due to 3DVAR co-
variances, the analysis increments attributed to each additional

sounding extend beyond a single grid point, thus not rigorously
guaranteeing that the analysis error is reduced over a sensi-
tive area (Langland and Baker, 2004). However, in practice, an
observation most strongly influences its nearby surroundings,
and in this study the estimation of the analysis error is done
under this hypothesis (eq. 2). Examination of the analysis incre-
ments shows that no significant increments are found at distances
longer than 500 km from the observation site. If we are to assim-
ilate soundings one by one, for the first 100 stations from each
of the five sensitivity estimates, this evaluation would require
500 new ICs and 500 runs. Thus, to reduce the computational
cost, we limit the targeted simulations to 12 runs per experiment
that occur after 1, 2, 3, 5, 10, 15, 20, 30, 40, 50, 75 and 100 new
stations are added. More attention is focused upon the addition
of the first groups of sounding observations to resolve better the
ability of the sensitivity estimates to improve the simulation with
a smaller number of observations. Current targeting campaigns
typically use about 20 dropsondes per mission with horizontal
spacings of 100–250 km (Langland et al., 1999a).

The first forecast aspect analysed is the cyclone central sea
level pressure (SLP) value. However, the cyclone centre is not at
the same location in all simulations. Focusing on the minimum
pressure over a predefined area of interest, we allow for the effect
of new observations to change not only the cyclone depth but also
change it’s position. Results indicate that the general tendency
using all 100 stations is to produce a deeper cyclone (Fig. 9a), so
that adding stations based upon any of the estimation methods is
beneficial. This confirms the simple idea that for a large enough
number of targeted stations in sensitive regions the forecast error
is eventually reduced. However, all experiments show an initial
filling of the cyclone as the first 5–10 stations are added, with
most of the runs not showing central pressures below the original
control run 998.5 hPa until more than 40 additional observations
are added. The degrading effect of new observations also is de-
tected in several episodes of real targeting campaigns (Szunyogh
et al., 1999) and some of the causes are investigated by Morss
et al. (2001) and Morss and Emanuel (2002). The most com-
mon interpretation for this problem, besides deficiencies in the
sensitivity estimate, is the presence of significant representative
errors, caused by an inadequate sampling of the important struc-
tures in the model IC. However, this interpretation is difficult to
apply here since the two experiments with the densest network
of stations in the sensitive area (i.e. Manual I and Adjoint) yield
the best and worst simulations, respectively, for the simulated
cyclone central pressure. Overall, large improvements in the pre-
diction of cyclone central pressure are not seen for the targeted
simulations. Except for the Manual I, the maximum reduction
in cyclone central pressure for all the simulations is less than
2 hPa after adding 100 targeted soundings, which is only a small
fraction of the initial 10 hPa error of the control run. Note that
an alternative control simulation of this event using ECMWF
initial fields with the same 60 km grid is able to yield a cyclone
central pressure of 991 hPa (3 hPa above the OSSE run and
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Fig. 9. Forecast aspects as a function of the number of targeted stations
for (a) central SLP (hPa), (b) wind speed at 1000 hPa over the Balearic
Islands (ms−1) and (c) spatial correlation of PV at 300 hPa (PVU)
against the OSSE ‘truth’ simulation over an area over the cyclone, as
indicated in Fig. 8b.

4 hPa below Manual I), indicating that it is possible to produce
a reasonably accurate simulation of this case at this resolution.

The wind speed prediction over the Balearic Islands shows
a more substantial benefit from the new observations (Fig. 9b).
Although these curves also show that the errors again increase

as the first 1–5 soundings are added, all the simulations exhibit
a rapid improvement of 4–5 m s−1 as the number of additional
soundings reaches the range of 5–20. Unlike the relatively lin-
ear character of the cyclone central pressure curves, the wind
speed response to the targeted observations is closer to an ideal
response, where a large improvement occurs for the first few
additional soundings and is followed by a more asymptotic error
reduction as targeted soundings are added from locations farther
from the main sensitivity area. Considering the very different
sensitivity estimation methods used, the similarity of the re-
sponses in the resulting simulations to the additional soundings
is remarkable. No significant differences exist, although the low-
est errors are achieved by the two manual sensitivity estimates.
The gradients estimate has the worst wind speed simulations
over the Balearic Islands until 75–100 additional soundings are
added.

To investigate the predictions of the main dynamical driver
of the cyclogenesis, the upper-level PV simulations are com-
pared to the OSSE run by computing the spatial correlation
of the 300 hPa PV fields over an area covering the Western
Mediterranean. The apparent link between the evolution of the
upper-level trough and the shape and intensity of the forecast
surface cyclone, and the failure of the control run to reproduce
the isolated PV anomaly over the cyclone centre (see Figs 2
and 8b), suggests that PV also is an important field to evalu-
ate. Again, the results show no overall significant differences
between the experiments; all of them indicate a nearly linear
increase in correlation with the number of soundings (Fig. 9c).
As seen with the wind speed results, the accuracy of the upper-
level fields improves consistently as new soundings are added.
This nearly constant improvement suggests that all the sound-
ings contribute almost equally to decreasing the forecast error.
Several of the estimation methods (Manual, Gradients and Com-
bined) add soundings far to the south and north of the main PV
feature. This suggests that, to obtain a correct representation of
the evolution of the upper level PV field, it is equally important
to correctly sample the main incipient secondary trough, which
later enlarges and intensifies, and the remote areas which interact
with the trough during the event.

Although no dramatic differences exist between the simu-
lations, the comparisons show a slight overall advantage of the
Manual I and Gradient sensitivity estimates. The adjoint estimate
provides only moderate improvements to the control simulation
and yields the worst guidance for the cyclone deepening and the
upper-level PV structure. The inability of the adjoint estimation
method to improve the cyclone central pressure is an unexpected
result: on one hand, the analysis increments due to additional
soundings are well confined to the areas surrounding the tar-
geted sites, thus modifying the IC fields only in adjoint-derived
sensitive areas (not shown) and limiting the effects from dis-
tant analysis increments [such as those described by Ancell and
Hakim (2007b)]; on the other hand, the cyclone central pressure
is the parameter most closely related to the response function
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Fig. 10. Postage-stamp plots of SLP and
wind speed at 1000 hPa for the series of
targeted simulations using the adjoint
sensitivity estimate. Lines show SLP ≤ 1010
hPa (dashed ≤ 998 hPa) with an interval of 2
hPa. Shaded field is wind speed ≥ 10 ms−1

at 1000 hPa with an interval of 3 ms−1.
Simulations with 2, 3, 15, 30 and 50 targeted
observations are not shown for brevity. First
panel shows the control run (0 observations)
and last panel is the OSSE run.

defined in the adjoint model and so was expected to provide the
best results. Temperature analysis increments exceeding 3 ◦C are
found in adjoint-sensitive areas for targeted simulations, which
were shown by Homar and Stensrud (2004) to bring the forecast
model significantly away from the linear regime for a similar
Mediterranean cyclogenetic case. Therefore, the linearity of the
adjoint estimates is probably the main degrading cause for the
adjoint-based results.

To better understand the differences between the central pres-
sure and wind speed results, the evolution of these fields as
new targeted soundings are added to the simulation is evaluated
(Figs. 10 and 11). It may be that adaptive observation techniques
that account for the effects of the data assimilation system that
assimilates the targeted observations (e.g. Berliner et al., 1999;
Langland and Baker, 2004) could yield better results. For the
sake of brevity, only the fields for the Adjoint and Manual I
simulations are shown as results from the other simulations are
similar. Focusing first on the SLP pattern, clear differences in
the two simulations emerge. The targeted soundings are intended
to improve the location (toward the southwest), the shape (less
eccentric) and the depth (11 hPa deeper) of the cyclone from the
control run. The first soundings added in the Adjoint simulation
produce a southern shift of the cyclone with almost no change
in the shape and an increase of the central SLP. As between 25
and 75 additional soundings are added, the cyclone shape finally
becomes more rounded, likely due to the more isolated character
of the upper-level PV anomaly (not shown). In contrast, the evo-

lution of the Manual I simulation shows a smoother relaxation
toward the observed cyclone characteristics (Fig. 11). A distinct
change in cyclone shape and location is seen as 5–10 soundings
are added. While the simulated cyclone locations from the ad-
joint and manual simulations are not very different, an accurate
cyclone location is needed to anticipate damaging weather in the
region. In the Western Mediterranean, high topographic ranges
are located close to the coast, so an accurate forecast of the
position of the cyclone centre, and especially the direction and
intensity of the associated circulation, are of primary concern
when predicting heavy precipitation or damaging winds events
(Jansà et al., 2001).

Differences in the structures of the low-level jet are not sig-
nificant between these two simulations. Results indicate that as
long as the cyclone is shifted to the southwest as additional tar-
geted soundings are added, producing northeasterly flow near
the Spanish coast, the winds between the cyclone and the east-
ern Iberian Peninsula coast are well simulated regardless of the
absolute depth of the cyclone (Figs. 10 and 11). This close rela-
tionship between the low-level jet and the cyclone position, and
not between the low-level jet and cyclone depth, explains the
differences in simulation accuracy shown in Figs. 9a and b.

7.1. Verification and stability tests

In order to determine whether or not the sensitivity estimation
methods target the most important features needed to improve
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Fig. 11. As in Fig. 10 but for manual I
sensitivity estimate.

the simulation of the cyclone, a ‘null’ experiment is designed
in which the sounding locations are assimilated using an in-
verted criterion. Soundings in this experiment are selected from
areas with the smallest effective error F. Results from these ex-
periments (not shown) reveal very small differences from the
control run. This confirms that the sensitivity estimates devel-
oped are able to identify at least the general areas of high and low
sensitivity across the domain. In a more demanding test, and fo-
cusing on the adjoint method, another experiment is performed
assimilating the 100 soundings whose location are determined

Fig. 12. Comparison between the original
adjoint simulations (solid lines) and the
inverted order experiment (dashed) for the
central SLP (diamonds), wind speed over the
Balearics (triangles) and upper-level PV
pattern correlation (crosses).

by the adjoint sensitivity but inverting the order in which they
are assimilated. Thus, the targeted soundings still are located
over areas with appreciable sensitivity. Compared to the earlier
adjoint sensitivity results, different responses are obtained for
the three parameters analysed (Fig. 12). For the central SLP, the
inverted series produces deeper cyclones than the original ad-
joint simulation for the first 30 additional soundings, although
the overall tendency is more variable as the number of sound-
ings is increased. The 300 hPa PV correlation shows a clear
improvement when using the inverted series, with the largest
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change occurring as the first 10–20 soundings are added as ex-
pected from an ideal targeting strategy. On the other hand, the
wind speed over the Balearics yields worse results than the orig-
inal, with the improvement originally occurring after 10–20 new
soundings delayed until after 30–50 new soundings are added in
the inverted sequence.

These results raise some concerns about using an adjoint
method to estimate sensitivity distribution for observation tar-
geting. Although the adjoint sensitivities certainly give a general
indication of the areas suitable for optimal targeting, in agree-
ment with the subjective methods used, the information gar-
nished about the particular locations of the new soundings may
not be as reliable as one might desire in a targeting campaign.

The last aspect tested regarding the proposed targeting meth-
ods is the robustness of the results with respect to the location
of the soundings. This test is carried out by replacing each orig-
inal sounding in the data set by a randomly selected sounding
from a neighbouring grid point. Thus, the soundings that are
used in the 3DVAR system are from locations 15 km away from
all the original soundings. The ratio between the variations in
these perturbed simulations and the overall changes obtained by
adding new soundings provides an indication of the representa-
tivity of the results in terms of the predictability of the forecast
aspect under analysis. For the experiments performed in this
study, these perturbed sounding location runs show consistent
variations of about 40% of the typical forecast change due to the
addition of new soundings. This shows that, despite the limited
predictability of the phenomena at the 60 h simulation time, a
better representation of the IC fields still improves the forecast.
Therefore, the more accurate forecasts obtained for the targeted
simulations are not the result of a lucky guess but are due to the
identification of really sensitive structures in the model ICs.

8. Discussion and conclusions

The ability of both objective and subjective sensitivity estima-
tion methods to estimate sensitivities in the ICs of a simulation of
an intense cyclogenesis event over the Western Mediterranean
is examined. Results from one objective sensitivity estimate,
provided by an adjoint model and three subjective sensitivity
estimates are compared and contrasted. An observation system
simulation experiment is developed to provide a data source
for simulated soundings that are sequentially assimilated in a
3DVAR system at locations determined by the sensitivity esti-
mation methods. Simulations of the intense cyclogenesis event
are undertaken after the targeted simulated soundings are assim-
ilated and results from these simulations compared to provide
guidance on which sensitivity estimation techniques yield the
most realistic cyclone forecast. We have carried out this com-
parison by focusing on three forecast aspects related to the inten-
sity of the simulated Mediterranean cyclone: central SLP, wind
speed over the Balearic Islands, and the upper-level PV pattern
over the cyclone.

Results indicate that all the methods yield comparable re-
sults and fail to capture the intense deepening of the cyclone.
However, of the techniques evaluated and under the designed
framework, the adjoint estimate is inferior to the other sensi-
tivity estimates. The guidance offered by a simple depiction of
the gradients of several standard fields in the model IC, such
as the PV, wind speed, temperature and specific humidity, is
equal to or better than the adjoint-derived sensitivities in our
simulated targeting framework. Additionally, while a manual
selection of targeted observations cannot be automated and de-
pends on subjective criteria and the experience of the analyst, its
skill is demonstrated to be better than the other sensitivity esti-
mates studied. Indeed, the manual subjective sensitivity estimate
provides the best 60 km simulation of the cyclone.

These results raise questions about the advantages offered
by adjoint methods in comparison to subjective estimations of
IC sensitivity for real targeting campaigns. Although the sim-
ulations used in this study extend to 60 h, and no convective
scheme is used in the adjoint run, the coarse resolution of the
model grid (60 km) and the predominantly baroclinic character
of the initial cyclogenesis event raised expectations that accu-
rate results from the adjoint model could be obtained. Perhaps,
an extension of the analysis including the adjoint of the data
assimilation scheme to obtain sensitivities to observations, as
in Langland and Baker (2004), would be informative about the
role of the additional observations on the forecast. This analysis
remains for future work, as the adjoint of the 3DVAR system
used is not currently available. Even for a perfect adjoint model
in ideal conditions of linear regime, however, Ancell and Hakim
(2007a,b) suggest that targeting regions of largest adjoint sen-
sitivity may be inferior to targeting other nearby areas where
new observations can yield larger analysis increments in regions
that still have large sensitivity. Yet the linear assumption under-
lying the adjoint model results remains the most likely source
for adjoint-derived sensitivity inaccuracies in our experimental
setup owing to the 60 h forecast length. Aiming to improve 60 h
forecasts of intense Mediterranean cyclones is beyond the linear
adjoint model capabilities owing to the important influence of
non-linear processes, and future targeting campaigns in the re-
gion should restrict the use of adjoint methods to shorter forecast
times and consider alternative methods, such as the herein called
‘subjective’.

Regarding its application within future operational campaigns
such as MEDEX Phase II, in a region such as the Western
Mediterranean, where details about the low-level circulation
and moisture distribution are crucial for an accurate forecast
of heavy rainfall and damaging winds, operational adaptive ob-
servation strategies could provide large benefits for short-range
forecasting out to 36–72 h. However, the results of this study
raise questions about the optimal way to estimate the sensitivity
of a given forecast aspect to the ICs fields, in order to utilize
the adaptive observing platforms in an efficient manner. Re-
sults from inverting the order of the targeted soundings from the
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adjoint sensitivity estimation show that it would had been more
valuable to take soundings in some regions with lower sensitiv-
ity than in regions with the highest adjoint-derived sensitivity.
This discouraging result reduces our confidence in the adjoint
method to provide useful guidance on where to deploy the lim-
ited resources usually available in real targeting campaigns with
an operational set-up similar to our experimental framework.

Questions regarding whether these findings are representative
of the most typical situations producing hazardous weather in the
Western Mediterranean remain open and need to be addressed
in the future. However, the complex and computationally expen-
sive adjoint model is shown to be outdone by a human-generated
subjective sensitivity estimate in an adaptive observation frame-
work for this individual case of a classic western Mediterranean
cyclogenesis event. Alternative methods that permit to assess the
impact of a given set of extra observations on a forecast aspect,
such as the sensitivity to observations or the ensemble transform
Kalman filter techniques needs to be considered when planning
future Mediterranean targeting campaigns.
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