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A method for quantifying the impacts and interactions
of potential-vorticity anomalies in extratropical cyclones
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ABSTRACT: The theory of potential vorticity (PV) allows us to describe the life cycle of mid-latitude baroclinic systems in
terms of the individual impacts and interactions of distinct PV anomalies embedded in the background flow. PV anomalies
associated with the undulating tropopause, the low-level thermal field, and key diabatic processes such as the latent-heat
release within the cloudy systems of the cyclone, are often considered as evolving features regulated by their lateral and
vertical mutual interactions and their interaction with the stratospheric high-latitude PV reservoir. Under some balance-flow
assumptions, PV inversion can be used to quantify the contribution of the PV anomalies to the cyclone depth (or other
attributes) at various stages of its life cycle (a static approach); but it is less clear how to diagnose with similar quantitative
detail the various types of time-dependent interactions among the anomalies and mean flow that govern the processes of
cyclogenesis and cyclolysis (a dynamic approach).

This paper presents a method that implements the concepts of ‘PV thinking’ quantitatively. The method first applies a
piecewise PV-inversion scheme formulated according to the Charney nonlinear mass–wind-balance approximation. Then
it combines a prognostic system of balance equations that are consistent with the applied inversion scheme with a factor-
separation technique. By switching on and off the PV anomalies of interest, various flow configurations are generated, and
the corresponding solutions to the prognostic equations can be algebraically combined to isolate the magnitude of both
the individual and the synergistic effects of the PV anomalies on the spatial pattern of geopotential-height tendency (and
vertical motion) around the cyclone, with low computational cost.

The potential of the method to elucidate the relative importance of physically-meaningful PV anomalies for the growth
or decay of baroclinic systems is illustrated for the intense Mediterranean cyclone of 10–12 November 2001, using the
NCEP meteorological grid analyses at 12 h intervals.

The upper-level PV anomalies contributed very significantly during the whole life cycle of this Mediterranean cyclone.
Surface thermal anomalies were fundamental during the development period, and induced the general northeastward
movement of the system during the later stages. During the mature stage of the cyclone, the interaction between the
two types of anomalies became the dominant effect. All other contributions, including the individual and synergistic
effects of diabatically-generated PV, were generally most relevant during this mature stage. Copyright  2008 Royal
Meteorological Society
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1. Introduction

Since the seminal paper of Hoskins et al. (1985), the use
of potential vorticity (PV) to analyse the genesis and evo-
lution of synoptic-scale systems has become very popular
in meteorology. In isentropic coordinates, the two power-
ful principles of conservation (that PV behaves as a tracer
of atmospheric motion under adiabatic and frictionless
conditions) and invertibility (that positive (negative) PV
anomalies or warm (cold) surface potential-temperature
anomalies (Thorpe, 1985) induce characteristic cyclonic
(anticyclonic) flow patterns) can be readily combined to
develop a conceptually-elegant framework that extends
the capabilities of the more traditional quasi-geostrophic
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(QG) theory for explaining the dynamics of mid-latitude
circulation systems. This method of dynamical analysis,
referred to as ‘PV thinking’ by Hoskins et al. (1985), has
been applied to explain many kinds of problems, such as
(see Bluestein (1993) for relevant references):

• the pattern of vertical motion under an approaching
upper-level disturbance or a surface thermal anomaly
embedded in the westerlies;

• the movement of weather systems according to certain
modes of lateral interaction among PV anomalies
and background flow (e.g. vortex–vortex interaction,
vortex retrogression, background-flow advection of
vortices (Hakim et al, 1996));

• zonal, meridional and vertical Rossby-wave
propagation;

• the motion of surface cyclones and anticyclones on
level and sloped terrain;
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• barotropic instability;
• the growth of baroclinic-wave–cyclone systems,

including the feedback of clouds and precipitation into
the dynamics of cyclones via the release of latent heat,
a source of PV anomalies (Davis and Emanuel, 1991).

PV diagnostics have been particularly beneficial for
gaining insight into the processes involved in extrat-
ropical cyclogenesis governed by baroclinic dynamics.
In contrast to the celebrated theoretical explanation for
cyclogenesis in terms of baroclinic instability – that is,
the growth of an initially small-amplitude disturbance on
an unstable basic state (Charney, 1947; Eady, 1949) – the
PV-based approach examines whether the structure of
a finite-amplitude PV perturbation initially present in
the upper troposphere or in the lower boundary, rather
than the stability characteristics of the basic state, will
determine development at the surface (e.g. Davis and
Emanuel, 1991). In this regard, it should be noted
that large-amplitude upper-level disturbances are often
present before the baroclinic growth of the wave–cyclone
system commences (e.g. Sanders, 1986, 1988).

Extratropical cyclogenesis is the best paradigm for
mutual reinforcement between anomalies of different
origin. The vertical interaction between the upper-level
wave-like PV anomaly and the potential-temperature field
along the lower boundary is fundamental to explaining
the baroclinic growth of the disturbance (Hoskins et al,
1985): as the upper-level cyclonic PV anomaly arrives
over a region of significant low-level baroclinicity, its
induced circulation will promote warm advection east
of it, creating a warm anomaly at the surface, which in
turn will induce its own cyclonic circulation that is felt
just to the east of the upper-level positive PV anomaly,
thus contributing to its amplification by the southward
advection of the high PV values found at higher latitudes:
a positive-feedback mechanism that will be reflected as
the growth of the wave–cyclone system in this idealized
dry atmosphere. For the real, moist atmosphere, the
generation of low-level PV anomalies is due not only
to advection but also to differential surface heating and
condensation of water vapour in the atmospheric column.
The role of latent-heat release in accelerating the growth
of the disturbance is well recognized, and this factor has
been included explicitly in the PV framework by some
authors (e.g. Davis and Emanuel, 1991).

Several studies have applied nonlinear-balance PV-
inversion algorithms to diagnose the life cycle of extra-
tropical cyclones with sub-synoptic detail. Commonly,
these studies implement an attribution methodology: first,
PV anomalies of interest are isolated from the total PV
field at particular stages of the cyclone life; then the PV
inversion is applied to retrieve the horizontal-velocity and
temperature fields induced by the anomalies (e.g. Davis,
1992a; Hakim et al, 1996; Huo et al, 1999a). Unlike the
QG dynamics, in which the attribution method is concep-
tually simple because of the linear form of the PV defi-
nition, in the more accurate nonlinear balance diagnosis
no unique flow and mass fields exist in association with

a specific PV anomaly. Various criteria can be applied
to partition the flow into the contributions induced by
the anomalies in the nonlinear system (Davis, 1992b). In
spite of this ambiguity, the reliability of the attribution
approach has been clearly demonstrated (Davis, 1992b;
Thorpe, 1997).

Retrieval of horizontal velocity and temperature distri-
butions induced by the anomalies, and in some cases ver-
tical motion field through the involvement of an omega
equation (see, for example, Clough et al. (1996) for the
QG system, and Ziemianski and Thorpe (2000) for the
nonlinear system) merely provides a ‘static’ solution to
the attribution problem: instantaneous contributions of
the PV anomalies to the cyclone structure (in terms of
geopotential, temperature and wind distributions) are per-
fectly quantified, but the role of the PV anomalies in the
subsequent evolution of the baroclinic disturbance can
only be qualitatively inferred after invoking the conser-
vation principle and projecting in time the new PV field,
which is continuously reshaped by all kinds of lateral and
vertical interactions among the anomalies (e.g. Huo et al,
1999a).

Some authors have combined piecewise inversion
schemes with numerical forecast models in the design of
initial-value problems, where the effects of incorporating,
modifying or removing PV perturbations (i.e. a certain
amount of balanced flow) in the model initial conditions
on the subsequent forecast are investigated (e.g. Huo
et al, 1998; Huo et al, 1999b; Romero, 2001; Martı́n
et al, 2007). In this case the integrated effects of the initial
PV perturbations can be exactly isolated, but the nature
and amount of the interactions between the PV anomalies
that govern the cyclone evolution are even more obscure
than in the static approach.

In this study we devise a ‘dynamic’ approach that
allows us to isolate quantitatively the impacts and inter-
actions of the PV anomalies during the life cycle of
the cyclone. The method utilizes the so-called factor-
separation technique (Stein and Alpert, 1993), applied
to the prognostic system of balance equations described
in Davis and Emanuel (1991) in association with their
nonlinear-balance piecewise PV-inversion technique. We
emphasize the dynamic characteristics of the method,
resulting from diagnostics of the geopotential-height ten-
dency field and thus of the processes governing the cyclo-
genesis, cyclone propagation and cyclolysis. The fact that
it allows us to quantify both the individual and the syner-
gistic contributions of the PV anomalies to the tendency
field is of major relevance: the PV theory of the baroclinic
disturbance is easily established, and the various dynam-
ical processes participating in that theory can be hierar-
chically organized as a function of the cyclone stage. An
additional advantage is the low computational cost of the
approach, since it does not involve numerical simulations.
Of course, this also means that physical processes other
than those included in our balance dynamics cannot be
accounted for, but these are believed to play only a sec-
ondary role in mid-latitude cyclones (e.g. Ahmadi-Givi
et al, 2004). The capabilities of the new method will be
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illustrated through the analysis of the strong cyclogenesis
event that affected the western Mediterranean region on
10–12 November 2001.

The paper is structured as follows. A synoptic
overview of the November 2001 super-storm is provided
in Section 2. The relevant dry and moist PV anomalies of
the episode are defined in Section 3, and their contribu-
tions to the surface cyclone are analysed according to the
results of piecewise PV inversion (the static approach). In
Section 4, the prognostic system of balance equations is
combined with the factor-separation technique to develop
the dynamic approach, and this tool is used to diagnose
in the light of ‘PV thinking’ the impacts and interactions
of the anomalies in our event. Conclusions and prospects
are presented in Section 5.

2. The Mediterranean cyclone of 10–12
November 2001

The Mediterranean basin is recognized as one of the
world’s major cyclogenetic areas (Pettersen, 1956; Radi-
novic, 1987), and much of the high-impact weather
affecting the Mediterranean countries (notably strong
winds and heavy precipitation) has been statistically asso-
ciated with the near presence of a distinct cyclonic signa-
ture (e.g. Jansá et al, 2001). Cyclones can range in size
from synoptic to mesoscale, and in type from pure baro-
clinic systems to orographically or diabatically modulated
disturbances, and their peak occurrences and notorious
consequences have been clearly linked to the presence of
prominent orographic systems surrounding the Mediter-
ranean Sea. Various airflow–barrier interactions can pro-
mote shallow lee cyclones (Genovés and Jansá, 1991), or
affect classical baroclinic development, usually favouring
and focusing cyclogenesis (Speranza et al, 1985). Many
violent windstorms result from a combination of cyclonic
winds and local topographic effects induced by downs-
lope or channelling mechanisms, such as the Mistral,
Tramontane, Scirocco, Ethesian and Bora (Reiter, 1975).
The orography also becomes crucial in many flash-flood
environments, when a moist low-level jet organized by a
near or distant cyclone impinges over the coastal ridges
(Martı́n et al, 2007).

In spite of the relatively low latitude of the Mediter-
ranean region, some of the baroclinic developments can
be so fast as to reach the category of ‘meteorological
bombs’ (Conte, 1986; Homar et al, 2000). The intense
cyclone of 10–12 November 2001 did not reach that cat-
egory, but the social impacts of this cyclone produced
by wind and rain in the western Mediterranean regions
have no parallel in recent decades. More than 600 people
were killed and many left homeless in Algiers (Algeria),
where 262 mm of rain falling in 24 h during the North
African growth phase of the disturbance produced catas-
trophic flooding. Floods also occurred during that phase
in Morocco. The Balearic Islands in Spain were affected
during the mature phase of the storm, with unprece-
dented consequences, including four casualties, nearly

half a million trees uprooted, up to 60% sand removal
in north-facing beaches, more than 300 mm of rainfall
in the mountains, and subsequent floods, serious inter-
ruptions of traffic, electricity supply and telephonic com-
munications, and damage to private property exceeding
100 million euros. Other coastal areas of Spain, southern
France and Italy were also hit by the significant oceanic
surge and sea waves originating from the cyclone (before
the electricity disruption in the Balearics, sustained winds
and wind gusts in excess of 30 ms−1 and 42 ms−1 respec-
tively were recorded, and wave heights on open sea
are estimated to have exceeded 10 m). The devastating
nature of this storm has motivated many studies since
then (e.g. Jansá and Romero, 2003), although it should
be mentioned that the cyclone itself was reasonably well
forecast by a number of numerical models operating in
the region. The strong predictability of the event was tied
to the governing action of the large-scale flow evolution.

The life cycle of the storm (Figure 1) resembles the
synoptic evolution of another deep cyclone of African
origin studied by Homar et al. (2000). In fact, these two
events are the most severe cyclones to have affected
the Balearics in the last 30 years. The surface cyclone
originated over North Africa, in a region of marked
baroclinicity (Figure 1(b)) preceded by a significant cold-
air intrusion at upper levels from north central Europe
towards Iberia and Morocco (see the cold upper-level
trough in Figure 1(a)). During this incipient phase on
9–10 November, flash floods occurred in Algeria and
Morocco. As the cyclone evolved northeastwards into the
western Mediterranean basin, the central pressure con-
tinued to deepen and an appreciable pressure gradient
developed around its core, leading to the mature, most
intense state of the cyclone at around 00 UTC on 11
November (Figure 1(d)). At this time, the warm- and
cold-front signatures in the low-level thermal field are
both very clear, and occlusion is suggested near the tip of
the warm-air surge from North Africa induced by the cir-
culation. Meanwhile, the upper-level circulation adopted
cut-off characteristics, and two geopotential-height min-
ima are visible in the NCEP analysis, located to the
west and east of the Strait of Gibraltar at 00 UTC on
11 November (Figure 1(c)). Most of the rainfall, and
the main wind-induced damage in the Balearic Islands
(located in the centre of the western Mediterranean),
occurred during the mature phase of the cyclone. The
meteorological analyses at 00 UTC on 12 November
(Figure 1(e,f)) correspond to the decay of the disturbance:
the low-pressure system filled as it progressed further
northwards and the thermal gradient weakened apprecia-
bly (Figure 1(f)), and interestingly the two upper-level
embedded disturbances rotated cyclonically about each
other as the large-scale parent trough entered the western
Mediterranean (Figure 1(e)).

Although the primary role of baroclinic instability is
clearly established according to the previous synoptic
evolution, the high precipitation potential of this cyclone
and the massive cloudy structures that could be observed
on the satellite images during the oceanic phase of the
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(a) H500 and T500 10 Nov 00 UTC (b) SLP and T925 10 Nov 00 UTC

(c) H500 and T500 11 Nov 00 UTC (d) SLP and T925 11 Nov 00 UTC

(e) H500 and T500 12 Nov 00 UTC (f) SLP and T925 12 Nov 00 UTC

Figure 1. Synoptic situation, extracted from the NCEP analyses, at 00 UTC on: (a,b) 10 November 2001; (c,d) 11 November 2001; (e,f) 12
November 2001. The following fields are shown: (a,c,e) geopotential height at 500 hPa (solid lines, contour interval 60 gpm) and temperature at
500 hPa (dashed lines, contour interval 4 °C); (b,d,f) sea-level pressure (solid lines, contour interval 4 hPa) and temperature at 925 hPa (dashed

lines, contour interval 4 °C).

storm (Figure 2) suggest that condensational latent-heat
release could also have played a role in the cyclone
development. Therefore, the contributions to the storm of
diabatically-generated PV within the cloud systems will
be explicitly considered in the following analyses.

3. Role of dry and moist PV anomalies: static
approach

This study deals with the attribution of static and dynamic
effects to certain anomalies of the PV field. Accordingly,

the methodology first requires a choice among the
available PV formulations, and then some criteria for
defining the anomalies.

The Ertel PV (Rossby, 1940; Ertel, 1942) is used. This
is defined as:

q = 1

ρ
η · ∇θ, (1)

where ρ is the density, η is the absolute-vorticity vec-
tor, and θ is the potential temperature. When defining
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Figure 2. Infrared image on 11 November 2001 at 13:29 UTC,
corresponding to channel 4 of the NOAA satellite.

anomalies in a flow pattern, it is common practice to com-
pare the instantaneous state with a time-mean state. We
will follow this approach, and for the cyclone of 10–12
November 2001 a reference state is built as the seven-day
time average of the fields for the period from 00 UTC on
7 November to 00 UTC on 14 November. The differ-
ence between the instantaneous distribution of Ertel PV
q and its time-mean distribution q will determine the PV
perturbation q ′:

q = q + q ′. (2)

In addition, the perturbation potential temperature θ ′ at
the top and bottom boundaries of the three-dimensional
domain can be regarded as equivalent to a concentrated
PV perturbation contained in these thin layers.

Next, a collection of PV anomalies qn can be arbitrarily
defined from q ′ in a piecewise manner:

q ′ =
N∑

n=1

qn. (3)

Although the number and type of PV anomalies in
Equation (3) may be as large and complex as we wish,
we will consider a simple but physically-meaningful
decomposition of q ′ that is appropriate for interpreting the
baroclinic event according to the processes emphasized
by ‘PV thinking’. Three unique anomalies are defined
(see Table I): ULev is associated with the undulating
tropopause, and will contain the PV perturbation above
700 hPa plus the θ ′ field at the upper boundary, located
at 100 hPa; LLev represents the surface baroclinicity,
since it is composed of θ ′ at the bottom boundary
(1000 hPa) and the lower-level interior PV perturbation,
up to 700 hPa; Diab is expressed as the positive PV
perturbation below 500 hPa in areas with greater than
70% relative humidity. The latter is defined to account

for the lower-tropospheric PV anomalies associated with
condensational heating. A subsaturated threshold value of
70% is chosen for two reasons: first, saturated areas are
seldom captured in large-scale grid analyses such as the
ones used in this study; and secondly, this value allows
us to include PV that may advect out of the precipitation
region. Wherever the interior q ′ is assigned to Diab
according to the above definition, it will be removed
from ULev or LLev . Thus we can refer unambiguously
to ULev and LLev as the dry PV anomalies, associated
with the baroclinic processes, and to Diab as a moist
anomaly, related to the diabatic contribution of clouds
and precipitation. It is important to note that at any
point of the interior domain, the sum of ULev , LLev
and Diab equals the total perturbation field q ′, as well
as the total θ ′ field at the boundaries. Note also that
ULev and LLev incorporate both positive and negative
PV anomalies (e.g. upper-level troughs and ridges and
warm and cold surface anomalies, respectively), whereas
Diab is positive everywhere. A further split of ULev
and LLev into their positive and negative pieces could
reasonably be considered for a more detailed analysis of
the event.

The three PV anomalies have been calculated using
the NCEP grid meteorological analyses remapped over
the domain of interest via a Lambert conformal map
projection. The same grid analyses, available on standard
isobaric surfaces at 12 h intervals with a horizontal
resolution of 2.5°, have been used in the remainder
of this study. The patterns of ULev , LLev and Diab
along the period of the mature storm are shown in
Figure 3 for some specific isobaric levels. The evolving
character of the three anomalies is quite evident, and they
can easily be tracked (in a cyclonic sense) across the
three times presented – especially ULev . The relevant
signatures emphasized in the last section, such as the
two upper-level embedded disturbances, the marked low-
level baroclinicity, and the massive cloud formation over
the western Mediterranean, are well identified on the
PV charts (see, respectively, ULev , LLev and Diab on
Figure 3(b)).

The method employed to derive the impacts and inter-
actions of the PV anomalies is based on the invertibil-
ity principle, which allows us to calculate a balanced
flow associated with each anomaly. The piecewise PV-
inversion technique of Davis and Emanuel (1991) is
applied for this purpose. This technique is summarized

Table I. The PV anomalies used in this study, associated with
mid-to-upper-tropospheric levels (ULev ), lower-tropospheric
levels (LLev ), and condensational diabatic processes (Diab).

PV anomaly Definition

ULev PV perturbation above 700 hPa
LLev surface thermal anomaly and PV

perturbation below 700 hPa
Diab positive PV perturbation below 500 hPa in

areas with relative humidity exceeding 70%
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(a) ULev, LLev and DIAB 10 Nov 12 UTC

W E

(b) ULev, LLev and DIAB 11 Nov 00 UTC

(c) ULev, LLev and DIAB 11 Nov 12 UTC

Figure 3. The PV anomalies ULev , LLev and Diab (see Table I), at: (a) 12 UTC on 10 November; (b) 00 UTC on 11 November; (c) 12 UTC
on 11 November. The ULev field is shown at 300 hPa using thick contours (solid and dashed lines indicate positive and negative values of
the PV anomaly, respectively, starting at 1 PVU and −1 PVU, every 1.5 PVU); LLev is shown by means of the thermal boundary condition at
1000 hPa using thin contours (solid and dashed lines indicate positive and negative values of the temperature anomaly, respectively, starting at
2°C and −2°C, every 2°C); Diab is shown at 700 hPa as shaded contours, starting at 0.1 PVU, every 0.1 PVU. The west–east line in panel (b)

indicates the vertical cross section analysed in Figure 4, and the central dot indicates the position of the surface cyclone at that time.

below. The same equations, as well as some others, can
be found in Davis and Emanuel (1991), but we formulate
them using map coordinates (x, y) instead of geographi-
cal coordinates.

3.1. Piecewise PV inversion

The method starts with the calculation of a balanced flow,
described by the geopotential φ and the stream function
ψ , from the instantaneous distribution of Ertel PV q,
given by Equation (1). The balance assumption made
herein follows the Charney (1955) nonlinear balance
equation, also called the Bolin–Charney equation in
recognition of its simultaneous construction by Bolin
(1955). This balance assumption is quite accurate even
for meteorological systems characterized by large Rossby
numbers. It is expressed as:

∇2φ = ∇ · f ∇ψ + 2m2
{

∂2ψ

∂x2

∂2ψ

∂y2 −
(

∂2ψ

∂x∂y

)2}
, (4)

where f is the Coriolis parameter and m denotes the map-
scale factor of the projection used. The other diagnostic

relation necessary for the inversion of φ and ψ is given
by the approximate form of Equation (1) resulting from
the hydrostatic assumption and the same scale analysis
used to derive Equation (4), namely, that the irrotational
component of the wind is very small relative to the non-
divergent wind:

q = gκπ

p

{
(f + m2∇2ψ)

∂2φ

∂π2

− m2
(

∂2ψ

∂x∂π

∂2φ

∂x∂π
+ ∂2ψ

∂y∂π

∂2φ

∂y∂π

)}
(5)

where p is the pressure, g is the gravity, κ = Rd/Cp is
the ratio of the gas constant to the isobaric heat capacity
for dry air, and the vertical coordinate π is the Exner
function Cp(p/p0)

κ , with p0 = 1000 hPa.
The finite-difference form of the closed system des-

cribed by Equations (4) and (5) is solved for the
unknowns φ and ψ given q, using an iterative pro-
cess that continues until convergence of the solu-
tions is reached (refer to Davis and Emanuel (1991)
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for the details). Neumann-type conditions (∂φ/∂π =
f ∂ψ/∂π = −θ , where θ is potential temperature) are
applied on the top and bottom boundaries, and Dirich-
let conditions on the lateral boundaries. The latter are
supplied by the observed geopotential and a stream func-
tion calculated by matching its gradient along the edge of
each isobaric surface to the observed normal wind com-
ponent, which is first slightly modified to force no net
divergence in the domain.

Next, a balanced time-mean flow (φ, ψ) is inverted
from the previously-defined reference state q, using equa-
tions identical to (4) and (5) except that all dependent
variables are mean values and the mean potential tem-
perature θ is used for the top and bottom boundary
conditions. The perturbation flow (φ′, ψ ′) is given by:

(φ, ψ) = (φ, ψ) + (φ′, ψ ′). (6)

Finally, following the decomposition of the PV per-
turbation field q ′ in Equation (3), we are interested in
obtaining that part of the flow (φn, ψn) associated with
each PV anomaly qn, and we also require

φ′ =
N∑

n=1
φn

ψ ′ =
N∑

n=1
ψn




. (7)

As discussed in Davis (1992b), there is no unique way
to define a relationship between (φn, ψn) and qn because
of the nonlinearities present in Equations (4) and (5).
Here, we adopt the linear method of Davis and Emanuel
(1991), derived after substitution of the expressions (2)
and (6) and the summations (3) and (7) in Equations (4)
and (5) and equal partitioning of the nonlinear term
among the other two linear terms that result from each
nonlinearity in the equations (see Davis and Emanuel
(1991) for details). The resulting linear closed system
for the nth perturbation is given by:

∇2φn = ∇ · f ∇ψn + 2m2
(

∂2ψ∗

∂x2

∂2ψn

∂y2

+ ∂2ψ∗

∂y2

∂2ψn

∂x2 − 2
∂2ψ∗

∂x∂y

∂2ψn

∂y∂x

)
, (8)

and

qn = gκπ

p

{
(f + m2∇2ψ∗)

∂2φn

∂π2 + m2 ∂2φ∗

∂π2 ∇2ψn

− m2
(

∂2φ∗

∂x∂π

∂2ψn

∂x∂π
+ ∂2φ∗

∂y∂π

∂2ψn

∂y∂π

)

− m2
(

∂2ψ∗

∂x∂π

∂2φn

∂x∂π
+ ∂2ψ∗

∂y∂π

∂2φn

∂y∂π

)}
, (9)

where (·)∗ = (·) + 1
2 (·)′.

Equations (8) and (9) are solved for the three interior
PV anomalies ULev , LLev and Diab every 12 h during

the life cycle of the storm, from 00 UTC on 10 November
to 12 UTC on 12 November. With respect to the bound-
ary conditions, the θ ′ field associated to each anomaly is
used for the top and bottom Neumann-type boundary con-
ditions; at the lateral boundaries, the perturbation geopo-
tential and stream function above and below 700 hPa are
used for ULev and LLev , respectively, whereas homoge-
neous boundary conditions for φn and ψn are assumed for
Diab. The specific choice of the lateral boundary condi-
tions should not be critical to the inverted fields over the
western Mediterranean region, located in the central part
of the domain (see Figure 3).

3.2. Results of the static approach

An example of the inverted fields, corresponding to the
mature phase of the storm, is presented in Figure 4. This
shows, along the west–east cross section indicated in
Figure 3(b), the geopotential-height perturbation due to
the three PV anomalies. Both height deficit (i.e. cyclonic
vorticity) and height increase (anticyclonic vorticity) can
be found in connection with the dry PV anomalies, thanks
to their double signed pattern; perturbations of both signs
alternate across the whole domain following the synop-
tic wave-train structure. Since the moist Diab anomaly
is positive-definite, it only produces negative height per-
turbations, essentially in the form of a localized cyclonic
vortex over the area of influence of the cyclone. As for
the perturbations of other fields, such as temperature,
static stability and horizontal wind, the height pertur-
bation is maximum at mid-to-upper-tropospheric levels
for ULev and at lower-tropospheric levels for LLev and
Diab, because of the different source regions of the PV
anomalies. In all cases, however, the induced perturbation
is expanded throughout much of the atmospheric column
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Figure 4. Vertical cross section, along the west–east line shown in
Figure 3(b), of the PV-inverted geopotential-height perturbation field
at 00 UTC on 11 November. Thick contours represent the field inverted
from ULev (positive and negative values in continuous and dashed lines
respectively, starting at 15 m and −15 m, every 60 m). Thin contours
represent the field inverted from LLev (positive and negative values in
continuous and dashed lines respectively, starting at 15 m and −15 m,
every 30 m). Shaded contours represent the field inverted from Diab
(contours every 30 m, starting at −15 m). The letter C at the bottom

of the figure indicates the position of the cyclone.
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(as well as horizontally): a natural consequence of the
Laplacian operators involved in Equations (8) and (9).

A significant negative height contribution results from
each PV anomaly over the area of the surface cyclone
(letter C in Figure 4); these cooperate with each other
to explain the intense barometric depression. The precise
contribution of each anomaly to the surface low can be
quantified in terms of the height perturbation at 1000 hPa;
the results are plotted in Figure 5 for the complete
life cycle of the storm. It can be seen that the North
African cyclogenesis phase that occurred during the early
hours of 10 November can be almost entirely attributed
to the upper-level PV anomaly. Over the following
hours, the ULev contribution starts to diminish while
the LLev and Diab negative height perturbations over
the cyclone centre increase in magnitude. At the time
of the cyclone’s peak intensity (11 November, 00 UTC),
the three contributions attain similar values. Later, only
the moist PV anomaly increases its negative contribution,
while the LLev -induced perturbation gradually loses its
identity over the low centre and ULev even acts to fill
the cyclone (i.e. induces a positive height perturbation).
Therefore, the decay phase of the storm during 12
November can be interpreted, in the perspective of PV
inversion, as a lack of effective cooperation between the
three PV anomalies.

To some extent, the early stage of the episode shown
in Figure 5 describes the expected evolution of a type B
extratropical cyclogenesis according to the twofold clas-
sification scheme of Pettersen and Smebye (1971): there
is strong forcing by a pre-existing upper-level disturbance
that controls the initial development, and the subsequent
growth occurs in response to the cooperative interaction
between the upper-level PV anomaly and the lower-level
baroclinic zone. However, the cyclogenetic dynamics of
the November 2001 case appear to be significantly mod-
ulated by the action of strong mid-level latent heating, an
aspect not accounted for in the previous dry conceptual
model.

The above PV-inversion results only provide a static
depiction of the cyclogenesis–cyclolysis process, in the
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Figure 5. Contributions of ULev , LLev and Diab to the surface cyclone
intensity, based on the PV-inverted 1000 hPa geopotential-height
perturbation at the centre of the cyclone, every 12 h from 00 UTC

on 10 November to 12 UTC on 12 November.

sense that only the contributions to the instantaneous
cyclone intensity by the selected PV anomalies can be
quantitatively diagnosed. Within the framework of PV
theory, it would be illuminating to isolate with a similar
degree of detail the true impact of the PV anomalies
on the cyclone behaviour (i.e. on changes in its growth,
decay, size, trajectory or shape), by means, for example,
of the induced surface-pressure tendency and vertical
motion. More importantly, it would be useful to split the
contribution of each PV anomaly among its individual
effects and the effects produced by its interaction with
the other PV features or the mean flow. We may refer
to this new perspective as a ‘dynamic’ approach to the
PV-based diagnosis of cyclones. We will now proceed to
develop this idea.

4. Quantifying the impacts and interactions of PV
anomalies: dynamic approach

A first attempt towards identifying the nature and strength
of the existing interactions between the anomalies might
consist of calculating the horizontal advection of these
anomalies by the PV-inverted flows derived in Section 3.
Particularly relevant for understanding the baroclinic
process are the effects of the PV anomalies on the lower-
level thermal field and upper-level PV. Figures 6 and 7
show, respectively, the advection of these two fields
induced by the Mean flow and by the PV anomalies
ULev , LLev and Diab, on 11 November at 00 UTC. For
the sake of brevity, several interactions appear combined
in these introductory results. Specifically, the advected
fields in both figures correspond to total fields, so in fact
they are composed of more than one of the available
Mean , ULev , LLev and Diab components. For instance, it
is clear that the upper-level PV field shown as continuous
lines in Figure 7 comprises both Mean and ULev PV
components.

The results reveal lateral and vertical interactions of
significant magnitude over the Mediterranean area, espe-
cially during the first (not shown) and mature phases
of the cyclone. As an example, on 11 November at
00 UTC the Mean flow helps the North African thermal
wave to propagate eastwards (Figure 6(a)), and ULev is
the main factor responsible for the amplification of the
warm thermal anomaly over the western Mediterranean
(Figure 6(b)). The LLev PV anomaly contributes to both
mechanisms – wave propagation and wave amplifica-
tion (Figure 6(c)) – while the Diab-induced flow appears
to exert only a minor influence on the thermal field
(Figure 6(d)). With regard to the effects on the upper-
level PV, the Mean flow again induces a progression
of the disturbance towards the east (Figure 7(a)), but
interestingly the ULev -induced flow acts in the opposite
direction and induces a retrogression of the PV signa-
ture (Figure 7(b)), thus helping to reduce the mobility of
the cyclonic system. The action of LLev and Diab on the
upper-level PV is essentially a progressive one, similar to
the Mean pattern, although an order of magnitude weaker
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10 m/s

(a) T925 advection by MEAN 11 Nov 00 UTC

10 m/s

(b) T925 advection by ULev 11 Nov 00 UTC

10 m/s

(c) T925 advection by LLev 11 Nov 00 UTC

10 m/s

(d) T925 advection by DIAB 11 Nov 00 UTC

Figure 6. Temperature advection at 925 hPa at 00 UTC on 11 November, produced by: (a) the Mean flow; (b) the ULev -inverted flow;
(c) the LLev -inverted flow; (d) the Diab-inverted flow. The advection field is shown as shaded for cold advection, and shaded within
thick-line-highlighted regions for warm advection, starting at −2 °C/12 h and 2 °C/12 h respectively, with a contour interval of 5 °C/12 h.
The temperature field and the PV-inverted advective flow at 925 hPa are also shown using continuous lines (in °C) and wind vectors (see

reference vector at the bottom-left of each panel).

(see Figure 7 (c) and (d), noting the change of scale with
respect to (a) and (b)).

A method is devised below that permits us to isolate
the time-evolving synergistic effects produced by the
Mean state and the three PV anomalies on the surface-
height tendency and vertical motion around the storm.
This method is based on a combination of a PV-based
prognostic system (Section 4.1) and a factor-separation
technique (Section 4.2).

4.1. PV-based prognostic system

A set of prognostic balance equations can be derived from
the PV diagnostic system presented in Section3.1. Equiv-
alent equations for geographical (lon , lat) coordinates
can be found in Davis and Emanuel (1991, appendix B).
We start by obtaining tendency equations for (φt , ψt)

by taking the local time derivatives of Charney’s (1955)
nonlinear balance equation (4) and the approximate form
of Ertel PV (5):

∇2φt = ∇ · f ∇ψt + 2m2
(

∂2ψt

∂x2

∂2ψ

∂y2

+ ∂2ψ

∂x2

∂2ψt

∂y2 − 2
∂2ψ

∂x∂y

∂2ψt

∂x∂y

)
(10)

and

qt = gκπ

p

{
(f + m2∇2ψ)

∂2φt

∂π2 + m2 ∂2φ

∂π2 ∇2ψt

− m2
(

∂2ψt

∂x∂π

∂2φ

∂x∂π
+ ∂2ψ

∂x∂π

∂2φt

∂x∂π

+ ∂2ψt

∂y∂π

∂2φ

∂y∂π
+ ∂2ψ

∂y∂π

∂2φt

∂y∂π

)}
. (11)

Recalling that φ and ψ are known aspects of the
circulation after the inversion of q through Equations (4)
and (5), Equations (10) and (11) can be solved for the
geopotential and stream-function tendencies, provided qt

is known. This can be calculated using the following form
of the Ertel PV tendency equation:

qt = −m(Vψ + Vχ ) ·∇q − ω∗ ∂q

∂π
+ m

ρ
η ·∇LH, (12)

where the vertical velocity ω∗ ≡ dπ/dt and irrotational
wind Vχ must be formally retained (Krishnamurti, 1968;
Iversen and Nordeng, 1984), meaning that we cannot
simply advect q with the non-divergent wind Vψ . The
horizontal winds are given by the familiar expressions
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20 m/s

(a) PV300 advection by MEAN 11 Nov 00 UTC

20 m/s

(b) PV300 advection by ULev 11 Nov 00 UTC

2 m/s

(c) PV300 advection by LLev 11 Nov 00 UTC

2 m/s

(d) PV300 advection by DIAB 11 Nov 00 UTC

Figure 7. PV advection at 300 hPa at 00 UTC on 11 November, produced by: (a) the Mean flow; (b) the ULev -inverted flow; (c) the LLev -inverted
flow; (d) the Diab-inverted flow. The advection field is shown as shaded for negative PV advection, and shaded within thick-line-highlighted
regions for positive PV advection, starting at −2 PVU/12 h and 2 PVU/12 h respectively, with a contour interval of 5 PVU/12 h in panels (a)
and (b) and starting at −0.2 PVU/12 h and 0.2 PVU/12 h with a contour interval of 0.5 PVU/12 h in panels (c) and (d). The PV field and the
PV-inverted advective flow at 300 hPa are also shown using continuous lines (in PVU) and wind vectors (see reference vector at the bottom-left

of each panel).

Vψ = mk × ∇ψ and Vχ = m∇χ , and ω∗ is related
to the more traditional vertical velocity ω in pressure
coordinates through the formula ω∗ = (κπ/p)ω. The
only non-conservative effect that is included in this
equation is the latent-heat release LH ≡ dθ/dt from non-
convective clouds where the air is ascending on a broad
scale. This diabatic term is parametrized in terms of ω∗
as explained in Davis and Emanuel (1991).

The prognostic system is closed by means of an
omega equation for ω∗ and the continuity equation for
the velocity potential χ , which in this context take the
following forms:

f η
∂

∂π

{
π1−1/κ ∂

∂π
(π1/κ−1ω∗)

}
+ m2∇2

(
∂2φ

∂π2 ω∗
)

− m2f
∂

∂π

(
∂ω∗

∂x

∂ψ

∂x∂π
+ ∂ω∗

∂y

∂ψ

∂y∂π

)

+
(
f

∂η

∂π

1/κ − 1

π
− f

∂2η

∂π2

)
ω∗

= m3∇2
{
(Vψ + Vχ ) · ∇θ

}

+ mf
∂

∂π

{
(Vψ + Vχ ) · ∇η

}
− m2∇f · ∇ ∂ψt

∂π

− 2m4 ∂

∂π

(
∂2ψt

∂x2

∂2ψ

∂y2 + ∂2ψ

∂x2

∂2ψt

∂y2

− 2
∂2ψ

∂x∂y

∂2ψt

∂x∂y

)
− m2∇2(LH

)
, (13)

and

m2∇2χ + π1−1/κ ∂

∂π
(π1/κ−1ω∗) = 0. (14)

The complete system of equations (10)–(14), formu-
lated in finite differences with vertical staggering of the
ω∗ levels, is solved iteratively by a simultaneous relax-
ation method for the fields φt , ψt , qt , ω∗ and χ . It is
important to note that the equations are not integrated in
time, but simply solved for the instantaneous tendencies.
Homogeneous lateral boundary conditions are applied on
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a large-enough domain for each field (φt = ψt = qt =
ω∗ = χ = 0), while at the top and bottom boundaries
more complex conditions are used: the vertical velocities
are zero and topographic respectively; and Neumann-type
definitions are used for the tendencies φt and ψt :

∂φt

∂π
= f

∂ψt

∂π
= −θ t , (15)

where the necessary potential-temperature tendencies
at both levels are evaluated from the thermodynamic
equation:

θ t = −m(Vψ + Vχ ) · ∇θ − ω∗ ∂θ

∂π
+ LH . (16)

4.2. Application of factor separation

The prognostic system described above is solved at 00
and 12 UTC during the life cycle of the Mediterranean
cyclone, that is, from 00 UTC on 10 November to
12 UTC on 12 November, as was done for Figure 5. Of
particular interest for describing the cyclogenesis process
are the calculated fields of surface height tendency
and vertical motion around the storm. Examples of
these outputs are plotted as unshaded line contours in
Figures 9–10 and 11–12 respectively, for 11 November
at 00 UTC (the time of the storm’s peak intensity). As
expected, the results identify the strong cyclogenesis and
upward motion plume over the western Mediterranean
basin at that time (recall Figures 1 and 2). Since these
results emerge from the total balance flow, described
by q, φ and ψ , we may refer to their signatures in
Figures 9–10 and 11–12 as the total fields for the surface
height tendency and vertical motion.

In the present context, we are seeking a way to split
the total fields into the contributions from the four con-
stituent PV elements of q (i.e. the basic state Mean plus
the three anomalies ULev , LLev and Diab), including
all their possible interactions. This appears to be a feasi-
ble task given the definitions (3) and (7) and our ability
to repeat the above calculations after subtracting from
the input (q, φ, ψ) fields one or several PV anomalies.
This is, in essence, a factor-separation exercise, as is
commonly applied to computer-based numerical repre-
sentations of weather events, except that we are not deal-
ing with numerical simulations progressing in time but
with instantaneous solutions to the PV-based prognos-
tic system of equations. Of particular interest here is the
factor-separation technique of Stein and Alpert (1993),
which was designed to account explicitly for the synergis-
tic effects besides the individual contributions of a given
set of factors. The basic idea of this technique is illus-
trated in Figure 8 for the present case of three factors: any
total field (e.g. the surface-height tendency on 11 Novem-
ber at 00 UTC – rectangle in the figure) will consist of
a contribution from the Mean flow, independent of the
three PV anomalies (region E0 in the figure), plus the
mutually-independent contributions from the anomalies

(regions E1, E2 and E3) and the double or triple interac-
tions between the factors (E12, E13, E23 and E123). We
could refer to these three families as the basic, individual
and synergistic effects, respectively, although it must be
noted that E1, E2 and E3 depend on synergies with the
basic Mean flow, since this is a fundamental aspect of the
total circulation. For instance, E1 would include, among
other actions, the effects on the surface height tendency
due to the advection of the ULev PV anomaly by the
basic flow; E12 would include, among other processes,
the forcing associated with the low-level thermal advec-
tion of LLev motivated by the simultaneous presence of
ULev and its circulation; and so on.

By switching on and off different combinations of the
PV anomalies in the (q, φ, ψ) flow state, we can include
or exclude different subsets of the effects displayed in
Figure 8 from the corresponding solution to the PV-
based prognostic system. This means that, with the
proper number of flow states, all the individual and
synergistic effects can be isolated. Stein and Alpert
(1993) show that the complete separation of n factors
requires 2n experiments. Accordingly, eight distinct flow
configurations are necessary in this study (see Table II).
The complete set of effects can be isolated through the
algebraic combination of the corresponding solutions:

• E0 = F0;
• E1 = F1 − F0;
• E2 = F2 − F0;
• E3 = F3 − F0;
• E12 = F12 − (F1 + F2) + F0;
• E13 = F13 − (F1 + F3) + F0;
• E23 = F23 − (F2 + F3) + F0;
• E123 = F123 − (F12 + F13 + F23) + (F1 + F2+

F3) − F0.

Here, a more intuitive notation is adopted for these
effects, by using the terms Mean, ULev , LLev , Diab,
ULev/LLev , ULev/Diab, LLev/Diab and ULev/LLev/

Diab, respectively.

Figure 8. Schematic diagram showing the effects on a total field (rectan-
gle) due to the Mean flow (E0) and caused by the individual and syner-
gistic actions of the three factors under study – (1) ULev , (2) LLev and
(3) Diab. These effects are isolated by the factor-separation technique

(see text).
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Table II. The eight different atmospheric-flow states calculated
using the PV-based prognostic system. The results are com-

bined in the factor-separation method (see text).

Flow state (0) Mean (1) ULev (2) LLev (3) Diab

F0 yes no no no
F1 yes yes no no
F2 yes no yes no
F3 yes no no yes
F12 yes yes yes no
F13 yes yes no yes
F23 yes no yes yes
F123 yes yes yes yes

4.3. Results of the dynamic approach

The above method has been applied to isolate the impacts
and interactions of the PV anomalies on the surface
height tendency and vertical-motion fields responsible for
driving the November 2001 cyclonic disturbance. The
results are plotted for the mature storm in Figures 9–12,
as spatial patterns with positive and negative signals
of the eight different contributions to the total fields

(these are also included in the figures for reference).
Particular attention is paid to signatures of negative height
tendency and positive vertical velocity occurring over the
western Mediterranean region, thus contributing to the
cyclogenesis mechanism.

The action of the background flow Mean is to
help propagate the surface cyclone eastwards along the
Mediterranean waters (Figure 9(a)). Since the Mean PV
distribution, as defined, is an invariant aspect of the time-
evolving circulation, exactly the same pattern is found for
its contribution during the development and decay phases
of the baroclinic system (not shown). With regard to the
vertical velocity, Mean exerts only a very minor influence
over the area of interest (Figure 11(a)).

The individual effect of ULev is crucial for the cyclo-
genesis (Figure 9(b)). It is responsible for a significant
fraction of the surface-pressure fall calculated over the
western Mediterranean. Its influence is also notable in
North Africa during the development phase of the cyclone
(Figure 13(a)), and around the southern coast of France
during its last phase (Figure 14(a)). Such spatial evolu-
tion of the ULev forcing, from south to north, is fully

(a) MEAN contribution 11 Nov 00 UTC (b) ULev contribution 11 Nov 00 UTC

(c) LLev contribution 11 Nov 00 UTC (d) DIAB contribution 11 Nov 00 UTC

Figure 9. Factor-separation results on the geopotential-height tendency at 925 hPa, corresponding to the mature phase of the cyclone (11
November at 00 UTC). The contributions from (a) Mean , (b) ULev , (c) LLev and (d) Diab are shown as shaded for positive height tendency,
and shaded within thick-line-highlighted regions for negative height tendency, starting at −5 gpm/12 h and 5 gpm/12 h respectively, with a
contour interval of 10 gpm/12 h. The total height-tendency field at 925 hPa is also shown, with dashed lines representing negative values starting
at −10 gpm/12 h and continuous lines representing positive values starting at 10 gpm/12 h, with a contour interval of 20 gpm/12 h. The black

circle located in the southern Mediterranean indicates the central position of the cyclone (see Figure 1(d)).
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(e) ULev/LLev contribution 11 Nov 00 UTC (f) ULev/DIAB contribution 11 Nov 00 UTC

(g) LLev/DIAB contribution 11 Nov 00 UTC (h) ULev/LLev/DIAB contribution 11 Nov 00 UTC

Figure 10. As Figure 9, but showing the contributions from (e) ULev/LLev , (f) ULev/Diab, (g) LLev/Diab and (h) ULev/LLev/Diab.
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(d) DIAB contribution 11 Nov 00 UTC

Figure 11. Factor-separation results on the vertical velocity in the west–east vertical cross section shown in Figure 3(b), corresponding to the
mature phase of the cyclone (11 November at 00 UTC). The contributions from (a) Mean , (b) ULev , (c) LLev and (d) Diab are shown as shaded
for downward motion, and shaded within thick-line-highlighted regions for upward motion, starting at −0.5 cm/s and 0.5 cm/s respectively, with
a contour interval of 1 cm/s. The total vertical-velocity field is also shown, with dashed lines representing negative values starting at −1 cm/s
and continuous lines representing positive values starting at 1 cm/s, with a contour interval of 2 cm/s. The letter C at the bottom of the panels

indicates the position of the cyclone.
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(e) ULev/LLev contribution 11 Nov 00 UTC
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(f) ULev/DIAB contribution 11 Nov 00 UTC
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(h) ULev/LLev/DIAB contribution 11 Nov 00 UTC

Figure 12. As Figure 11, but showing the contributions from (e) ULev/LLev , (f) ULev/Diab, (g) LLev/Diab and (h) ULev/LLev/Diab.

consistent with the evolution of the corresponding upper-
level PV anomaly over the period, especially of its eastern
lobe (Figure 3). Recall from Figure 7 that the upper-level
PV advection is dominated by the Mean and ULev winds;
both are explicitly included in the factor separation of
ULev . On the other hand, the ULev factor is largely
responsible for the wavy pattern in the total vertical
motion diagnosed across the domain (see Figure 11(b)).
Clearly, the factor-separation results confirm not only the
precursor characteristics of the upper-level trough for the
development of the cyclone, but also its active involve-
ment during the later phases of the system, irrespective
of its interaction with the low-level baroclinicity.

Individually, LLev also represents a significant con-
tribution to the cyclone’s growth, movement and decay.
During the mature phase, its main action is concentrated
along the northern flank of the cyclone (Figure 9(c)),
that is, in the zones affected by well-defined surface
fronts and where the warm advection is most clear
(recall Figure 6(c)). Thus the pattern of the LLev con-
tribution favours the northeastward propagation of the
surface disturbance that was observed in Figure 1. A sim-
ilar effect, though with lower magnitude, is calculated
for 12 November (Figure 14(b)), whereas at the early
stages of the system LLev is basically contributing to
its growth (Figure 13(b)). Regarding the upward-motion

forcing over the western Mediterranean, the main signa-
ture associated with LLev is found again along the eastern
flank of the cyclone (Figure 11(c)), that is, in the area of
enhanced low-level warm advection.

The very localized nature of the Diab PV anomaly
(Figure 3) implies a comparatively weak individual effect
on both the surface height tendency and the vertical
motion (Figures 9(d) and 11(d) respectively). This effect
is essentially linked to the PV advection induced by the
background flow, and therefore has a dipolar structure
about the Algerian coast surrounding the anomaly. A
similar weak effect is found during the development and
decay phases of the baroclinic system (not shown).

The ULev/LLev interaction is a leading agent for
generating and driving the November 2001 cyclone
(Figure 10(e)), in agreement with the conceptual model
of baroclinic developments formulated by ‘PV think-
ing’. On the surface height tendency, this factor attains
a magnitude comparable to or even higher than the
above-mentioned individual contribution of ULev (com-
pare with Figure 9(b)), with the particularity that the pat-
tern over the western Mediterranean very much resembles
the total tendency field. The importance of the syner-
gistic action is well understood if one remembers the
appreciable warm-advection values that are induced at
low levels (recall Figure 6(b)). The role of this factor
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(a) ULev contribution 10 Nov 00 UTC (b) LLev contribution 10 Nov 00 UTC

(c) ULev/LLev contribution 10 Nov 00 UTC

Figure 13. As Figure 9, but for the development phase of the cyclone (10 November at 00 UTC, see Figure 1(b)); contributions from (a) ULev ,
(b) LLev and (c) ULev/LLev .

is also noted on the vertical-motion field (Figure 12(e)),
helping to explain a significant fraction of the Mediter-
ranean upward-motion plumes. It is worth remarking that,
in contrast with the ULev effect (Figure 11(b)), in this
case the contribution to the vertical velocity is focused
at lower-to-mid-tropospheric levels, because of the dif-
ferent nature of the two mechanisms (upper-level PV
advection in ULev and vertical interaction through the
thermal advection in ULev/LLev ). The ULev/LLev cou-
pling is also very effective over North Africa and the
Mediterranean Sea during the genesis of the disturbance
(Figure 13(c)), but the positive height-tendency signal
obtained over the northwestern coast of Africa – a con-
sequence of the intense cold advection occurring west of
the cyclone – is remarkable (compare with Figure 1(b)).
The transition of the circulation system towards less neg-
ative vertical tilting and diminished temperature gradi-
ents after its mature stage (Figure 1) implies increas-
ingly weak thermal-advection values and, correspond-
ingly, only minor cooperation between ULev and LLev
in support of the cyclone at the end of the period
(Figure 14(c)).

The ULev/Diab effect on the surface height ten-
dency is most relevant during the mature phase of the
disturbance (Figure 10(f)). It has a dipolar structure like

the one noted for Diab (Figure 9(d)), but of larger mag-
nitude and reversed sign. The sign reversal is due to
the opposite directions of the Mean and ULev advective
winds acting on the Diab PV anomaly (compare the wind
fields between panels (a) and (b) in Figures 6 and 7).
Overall, the ULev/Diab factor contributes to cycloge-
nesis only to the west of the cyclone; over and to the
east of the cyclone its effect is essentially cyclolytic
(Figure 10(f)). The contribution of this factor to the
vertical-motion field attains moderate values at mid-
tropospheric levels over the Mediterranean Sea, with a
spatial pattern similar to the total field (Figure 12(f)).

The LLev/Diab synergism is also cyclolytic over the
mature cyclone (Figure 10(g)), and its contribution to the
vertical-motion field in the analysed cross section is rather
low (Figure 12(g)). As for the last factor, its influence
during the development and decay phases of the system is
quite low (not shown). Since the LLev/Diab mechanism
incorporates the effects of the Diab PV advection by the
LLev-induced flow and the LLev thermal advection by the
Diab-induced flow, which are of comparable magnitude,
the precise interpretation of the LLev/Diab spatial pattern
displayed on Figure 10(g) appears to be more intricate
than for the other factors.

Finally, we can analyse the contribution of the triple
interaction ULev/LLev/Diab (Figures 10(h) and 12(h)).
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(a) ULev contribution 12 Nov 00 UTC (b) LLev contribution 12 Nov 00 UTC

(c) ULev/LLev contribution 12 Nov 00 UTC

Figure 14. As Figure 9, but for the decay phase of the cyclone (12 November at 00 UTC, see Figure 1(f)); contributions from (a) ULev , (b) LLev
and (c) ULev/LLev .

Because of the involvement of the small Diab PV
anomaly in this factor, it exerts only a secondary role,
like Diab, ULev/Diab and LLev/Diab. Interestingly,
the obtained height-tendency pattern almost perfectly
balances the LLev/Diab contribution (compare with
Figure 10(g)), helping the deepening of the cyclone
in this case. It is quite difficult to give a plausible
physical explanation for the ULev/LLev/Diab effect; this
is a well-known handicap of the Stein–Alpert factor-
separation technique when more than two factors are
studied.

In summary, it can be concluded that the most intense
phase of the November 2001 Mediterranean cyclone was
regulated by the Mean , ULev , LLev and ULev/LLev
processes: Mean and LLev assisted in the northeastward
propagation of the disturbance, and to some extent in its
intensification (especially LLev during its African phase);
both ULev and ULev/LLev were fundamental for the
African cyclogenesis and further intensification of the
disturbance over the western Mediterranean, although
ULev/LLev quickly decayed after the cyclone’s matu-
ration. The remaining mechanisms (Diab, ULev/Diab,
LLev/Diab and ULev/LLev/Diab) were most relevant
during the mature phase of the system, but, compared
to the first group, they only exerted a secondary role,

because of the limited strength and spatial dimensions of
the Diab PV anomaly. According to the factor-separation
results, the development and mature phases of the baro-
clinic disturbance can be described as a meteorological
scenario of effective cooperation among the background
flow and the PV anomalies over the surface cyclone
domain (Figures 13, 9 and 10), whereas the decay of
the system is linked to a scenario of much weaker, or
even cyclolytic, interactions between some of these fac-
tors (Figure 14).

5. Summary and discussion

An increasing number of researchers in theoretical and
applied dynamic meteorology use time-evolving PV maps
for their analyses and inferences, often as a modern
complement to more classical approaches (such as QG
diagnosis). In particular, the so-called ‘PV thinking’ that
emerges from the invertibility and conservation principles
has produced notable advances in understanding the
processes involved in the mechanics of extratropical
cyclones.

In this work, I have tried to emphasize the additional
value of quantitative versus qualitative approaches, and
dynamic versus static approaches. To that end, the
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combination of a PV-based prognostic system of closed
equations and a factor-separation technique has been
proposed. Its implementation provides an efficient and
computationally-cheap algorithm that allows us to isolate
the individual and synergistic effects of a given set
of PV anomalies on the cyclone’s growth, trajectory,
structure and decay. The potentialities of this method
have been illustrated for the western Mediterranean
cyclone of 10–12 November 2001, the worst storm to
affect the Balearic Islands in recent decades. The case
study was aimed at isolating the effects of the background
flow and the PV anomalies linked to the undulating
tropopause, low-level baroclinicity and condensational
latent-heat release. Vertical velocity and low-level height
tendency around the storm domain have been examined
at various time intervals during its life cycle. The
obtained results are in good agreement with the general
hypotheses of the conceptual model of mid-latitude
baroclinic developments, although with unprecedented
quantitative detail with regard to the specific partition
of the effects among the diverse lateral and vertical
interactions of the PV anomalies.

However, the method has some drawbacks, relating
to the subjective choice of the PV anomalies. First of
all, the selection of a background state from which to
define a perturbation PV field is arbitrary: a low-pass-
filtered flow state, the temporal or spatial average over a
certain window, the region’s climatology, or even an ana-
lytical model, would all be acceptable choices. The way
in which the perturbation field is broken into different
PV elements is also subjective, dictated by the specific
interests of the researcher. In this regard, our general rec-
ommendation would be to consider a reduced number
of dynamically-meaningful anomalies, as was done for
the 10–12 November 2001 case study. Finally, physical
interpretation of some calculated synergies might become
problematic, depending on the number of selected PV
anomalies. Although the method can isolate any com-
bined effect, regardless of its complexity, it would be
virtually impossible to visualize, in terms of the most
fundamental forcing mechanisms (i.e. temperature and
vorticity advections), triple, quadruple or higher-order PV
interactions.

In spite of these issues, it would be a worthwhile
exercise to exploit this novel technique in a systematic
intercomparison of a large collection of cyclonic events,
using the same definitions for the background-flow and
PV anomalies: that is, a PV-based categorization of
cyclones according to the impacts and interactions of
the anomalies during the life cycle of the storm, from
its genesis to its decay. A task like this appears to be
especially promising in the Mediterranean geographical
domain, where cyclones with very diverse influences
develop, thanks to the special characteristics of the
basin: it is located in the extratropics and therefore
becomes episodically affected by mid-latitude upper-
level-jet and frontal activity; its prominent orography
favours lee cyclogenesis, with some of the initially-
shallow disturbances undergoing baroclinic growth; the

warm sea can act as an important local source of sensible
and latent heat for the storms; and the arid, elevated
surface of the southernmost landmasses, like Iberia and
the North African plateau, provides a significant heat
input to the overlying air, which, when advected to
contiguous regions, will alter the static stability and
mechanisms of frontogenesis and frontolysis. Since our
method admits, as additional factors, the orographic
forcing and diabatic contribution (recall the topographic
boundary condition and LH term respectively in the
formulae of Section 4), both of which are easy to switch
on and off in the applied separation technique, all
the above influences could potentially be investigated
and incorporated in such a projected climatology of
Mediterranean cyclones.
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Jansá A, Romero R (eds). 2003. Mediterranean Storms: 4th
Plinius Conference 2002 (CD Proceedings). ISBN 84-7632-792-7.
Universitat de les Illes Balears: 07 122 Palma de Mallorca, Spain.
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