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Abstract
This paper explores the applicability of neural networks (NN) for forecasting meteotsuna-
mis affecting Ciutadella harbour (Menorca, Balearic Islands, Spain). Virtually every year, 
Ciutadella suffers meteotsunamis with wave heights (crest-to-trough difference in about 
5-min interval) around 1 m, and at several episodes in its modern history, the waves have 
reached 2–4 m. A timely and skilled prediction of these phenomena could significantly 
help to mitigate the damages inflicted to the port facilities and the moored vessels. Once 
properly trained, a NN is a computationally cheap forecasting method; the approach could 
be easily incorporated by civil services which are responsible for issuing warnings and 
organizing a prompt response. We examine the relevant physical mechanisms that promote 
meteotsunamis in Ciutadella harbour and choose the input variables of the NN accord-
ingly. Two different NNs are devised and tested: a dry and wet scheme. The difference 
between schemes resides on the input layer, while the first scheme is exclusively focused 
on the triggering role of atmospheric gravity waves (governed by temperature and wind 
profiles across the tropospheric column), the second scheme also incorporates humidity 
as input information with the purpose of accounting for the occasional influence of moist 
convection. We train both NNs using the resilient backpropagation with weight backtrack-
ing method. Their performance is tested by means of classical verification indexes. We 
also compare both NN results against the performance of a substantially different prog-
nostic method that relies on a sequence of atmospheric and oceanic numerical simulations 
(TRAM-rissaga method). The new prediction systems work fairly well in distinguishing 
rissaga and non-rissaga situations, even though they tend to underestimate the amplitude 
of the harbour oscillation. Both NN schemes show a skill comparable to that of computa-
tionally expensive approaches based on direct numerical simulation of the physical mecha-
nisms. The expected greater versatility of the wet scheme over the dry scheme cannot be 
clearly proved owing to the limited size of the training database, which lacks a sufficient 
number of convectively driven rissaga events. The results emphasize the potential of a NN 
approach and open a clear path to an operational implementation using the whole database 
for training, avoiding the limitations derived from splitting the available list of events into 
training and testing subsets.
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1 Introduction

Meteotsunamis are atmospherically generated long ocean waves with significant amplitude 
in the tsunami frequency band (Vilibić et al. 2016). This phenomenon is observed world-
wide, especially in bays and narrow inlets, disrupting the normal operations at the port 
facilities as the sea level variations they produce can be quite big. Even though atmospheri-
cally driven sea level oscillations are weaker than tsunamis, when optimally coupled with 
open-sea and harbour amplification mechanisms they can be as destructive (Rabinovich 
2010). These resonant mechanisms rely on the topography of the sea floor and coastal fea-
tures, like harbour orientation, width and depth (Monserrat et al. 2006). In this paper, we 
center our attention to those occurring in Ciutadella harbour in Menorca (Balearic Islands, 
Spain). Since this is a shallow and narrow harbour, it provides the ideal environment for 
coastal resonance and, occasionally, extreme meteosunami events (Ramis and Jansà 1983; 
Rabinovich and Monserrat 1998). In fact, Ciutadella harbour experiences extreme mete-
otsunamis every 5–10 years on average. A rissaga,1 the local name for a meteotsunami in 
Ciutadella, is usually observed during the warm season (May to September) with several 
ordinary cases every year (wave heigths smaller than 100 cm). During an extreme rissaga, 
the port swings from a dry bed near the closed end of the harbour to a tremendous water 
flow (e.g. the 400 cm meteotsunami of 15 June 2006, Jansá et al. 2007). This surge floods 
the adjacent areas and breaks moorings, leaving the vessels adrift, all this in about 5 min. 
Obviously, timely and skilled predictions of these events are greatly demanded by society 
and its agents to diminish rissagues’ devastating consequences as much as possible.

Meteostunami phenomena have been widely studied in the international context by 
many researchers which has led to a great understanding of the physical processes that 
govern these oscillations (e.g. Ramis and Jansà 1983; Tintoré et al. 1988; Rabinovich and 
Monserrat 1998; Monserrat et  al. 2006; Šepić et  al. 2015; Vilibić et  al. 2016; Horvath 
et al. 2019, for the Mediterranean region). The conceptual model of how a meteotsunami 
is generated over the Mediterranean and Black Sea regions was assembled and illustrated 
in Šepić et al. 2015 (see Fig. 4 of that paper). The atmospheric synoptic setting induces 
a tropospheric ducting of internal gravity waves that produce pressure perturbations of a 
few hPa-scale amplitude at sea level and with characteristic periods of several minutes. 
Environments with highly sheared winds in the tropospheric column and combining a very 
stable layer at low levels with low stability of mid-tropospheric air, are especially condu-
cive to these high-amplitude gravity waves. These pressure variations would produce an 
equivalent of only a few centimeter-scale perturbation of sea surface height. Thus, some 
sort of maritime amplification mechanism is needed to produce a meteotsunami (Monserrat 
et al. 2006). A sequence of mechanisms acting on the long ocean waves as they approach 
the coast have been proposed: (1) Proudman resonance, the ocean waves speed matches 
the speed of the forcing atmospheric gravity waves; (2) shelf amplification or shoaling; 
and (3) harbour resonance, the frequency of incoming long-ocean waves matches harbour 
eigenperiods.

1 Rissagues is the plural form.
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This general meteotsunami generation scheme works indeed very well for the Ciutadella 
harbour context (see Fig.  1 for the particular geographical configuration). Several case 
studies (Ramis and Jansà 1983; Jansá 1986; Monserrat et al. 2006; Jansá et al. 2007; Ličer 
et  al. 2017) show that rissaga events are simultaneous to a basic wind from the W-SW 
direction (the inlet orientation) presenting strong shear across the tropospheric column, and 
with a temperature vertical profile clearly shaping the aforementioned changes of statibil-
ity. At synoptic scale, these flow characteristics require a cold upper-level trough to the 
west of the Balearic Islands accompanied or shortly preceded by weak circulation from 
the south at low levels. This southern circulation carries warm African air and generates a 
strong temperature inversion over the western Mediterranean sea (Ramis and Jansà 1983). 
On the other hand, the 55-km-long 80-m-deep Menorca channel, with a corresponding 
shallow-water wave speed of 28 m s−1 , favours the crucial action of the Proudman res-
onance mechanism. Additionally, the 1 km-long 5 m-deep harbour, with a fundamental 
eigenperiod of 10.5 min, guarantees strong coupling with the ocean waves impinging on 
the port with a similar frequency.

At present, there are a few operational prediction systems in place that focus on 
Ciutadella harbour rissagues. A helpful recapitulation can be found on Romero et  al. 
(2019) which also presents the latest system added to the operational set. First, the national 
weather service of Spain (Agencia Estatal de Meteorología, AEMET) daily monitors the 
aforementioned synoptic circulation pattern prone to rissaga generation. The reliability of 
these warnings improves for the short term when clear signals of gravity wave activity can 
be confirmed on satellite images. However, quantitative estimation of the possible rissaga 
cannot be clearly established as it is more an educated guess of the forecaster on duty based 
on skill and experience. Second, a full 3D high-resolution atmosphere–ocean coupled 
model is applied in SOCIB/BRIFS (Balearic Islands Coastal Observing and Forecasting 

Fig. 1  Mallorca and Menorca (Balearics Islands). The regional atmospheric radiosounding station is 
located in Palma. The bottom-right inset is a close-up view of Ciutadella harbour, where the meteotsunamis 
occur. SW–NE oriented line indicates the optimal direction of propagation of precursor atmospheric gravity 
waves (see text). The bathymetry is indicated with labeled isolines in meters (GEBCO Compilation Group 
2019)
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System/Balearic RIssaga Forecasting System).2 The SOCIB/BRIFS was described in detail 
and successfully tested for the June 2006 meteotsunami event by Renault et  al. (2011). 
From a statistical point of view, the system reveals a good skill to recognize rissaga situ-
ations but a systematic tendency to underestimate the wave height (Romero et al. 2019). 
It is worth mentioning that such a system is very expensive computationally speaking, as 
the necessary grid resolutions require long simulation times and great amounts of dedi-
cated memory. The third and last fully deployed approach,3 devised by these same authors, 
is the TRAM-rissaga system (Romero et  al. 2019). This consists of a highly simplified 
atmosphere-ocean modeling system where shallow-water models over Menorca channel 
and Ciutadella harbour are forced with the atmospheric signal generated with a dry non-
hydrostatic fully compressible numerical model. In fact, the TRAM system numerically 
reproduces the scheme of Šepić et  al. (2015) by first generating the atmospheric gravity 
waves involved on meteotsunamis and then driving the propagation and amplification of 
long ocean waves until they resonate with the coastal inlet. For this application only the 
2D version of the TRAM model is required as it focuses on the relevant Palma-Ciutadella 
vertical section (see Fig. 1). In addition, the system is initialized with a single observed or 
forecast thermodynamic sounding over the Balearic Islands. The use of a 2D atmospheric 
model coupled with the shallow-water equations was devised as a pragmatic and computa-
tionally fast approach to predict the occurrence and magnitude of rissagues. After testing, 
TRAM-rissaga shows valuable skill for the recognition of rissaga risk situations and their 
classification as weak, moderate or intense, at a much lower cost than the BRIFS system 
(see Romero et al. 2019 for details).

In this paper we develop a new strategy to predict rissagues on Ciutadella harbour that 
relies on the physical properties of the atmosphere that are clearly linked to meteotsunami 
generation. Once again, we used a radiosounding over the Balearic Islands to automatically 
identify, first of all, environmental characteristics prone or adverse to rissaga generation. 
Second, in order to produce an actual rissaga forecating system we need a method able 
to link quantitatively these atmospheric ingredients (based on wind and temperature pro-
files) to the wave height recorded at Ciutadella harbour. An artificial neural network (NN 
to simplify notation) arises as the best suited algorithm to comply with these two require-
ments (to identify and to quantify), as neural networks are well known and praised for their 
pattern recognition abilities. It is also worth noticing that once properly trained a NN is 
an extremely computationally cheap method, facilitating its future mass application. Some 
examples of NN application in Meteorology are: Marzban and Stumpf (1996) that predicts 
tornadoes from Doppler radar signal attributes; Hall et  al. (1999) predict the probability 
and intensity of precipitation in Dallas-Fort Worth (Texas) with mesoscale weather fore-
cast model data and recent radiosounding data as inputs; Maqsood et al. (2004) that exam-
ines the use of an ensemble made of NNs to predict temperature, wind speed and relative 
humidity; Abhishek et al. (2012) that explores the applicability of this tool using different 
transfer functions, hidden layers and neurons to forecast maximum temperature for the 365 
days of a year; and Nakajo et al. (2017) that tests the applicability of a NN to forecast mete-
ostunamis with observed atmospheric pressure data.

The paper has been structured as follows: A description of the new NN-based method 
used to predict meteotsunamis in Ciutadella is provided in Sect. 2. Main results in terms of 

3 Operational rissaga forecasts by the TRAM system are available at http://meteo .uib.es/rissa ga.

2 See: http://www.socib .es/index .php?secci on=model ling&facil ity=rissa gafor ecast .

http://meteo.uib.es/rissaga
http://www.socib.es/index.php?seccion=modelling&facility=rissagaforecast
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its skill before risssaga and non-rissaga situations are examined and discussed in Sect. 3. 
Finally, some conclusions and future lines of work are presented in Sect. 4.

2  Methodology: neural network set‑up

An artificial neural network is a computing system capable of learning to execute a task 
as a biological NN would learn to: observing and trying to reproduce reality without a 
rulebook (Bishop et al. 1995; Haykin and Network 2004). The early goal of a NN was very 
broad: solving problems as a human brain would. Nowadays the goal has shifted to more 
specialized tasks such as modeling, time series prediction, data processing (filtering, clus-
tering, etc.), robotics, computer numerical control and classification (pattern and sequence 
recognition, etc.). A NN is formed by at least three layers: input, output and hidden. The 
input layer is made of input neurons that represent the information that we want to feed 
to the network. The output layer contains the output neurons, that is the information that 
we want to predict with the network. Networks can have multiple hidden or middle layers. 
The hidden layer neurons represent a function that takes the output of all neurons in the 
previous layer and delivers a numeric value. This function is called activation function and 
introduces non-linear properties to our network. Neurons and these connections are associ-
ated with a weight that is adjusted following the learning process during the training phase. 
Signals travel from the input layer to the output layer after crossing the hidden layers mul-
tiple times during the training phase. This iteration cycle stops when the output produced 
by the neural network is close enough to the actual output according to a stopping criteria.

In this work we use a recurrent neural network which is good for processing sequential 
data aimed at predictions. A recurrent NN processes sequentially one input neuron at a 
time and it retains a memory of what has come previously in the sequence. Therefore, the 
network is able to learn the sequence’s long-term dependencies (Ruhmelhart et al. 1986; 
Hochreiter and Schmidhuber 1997; Schmidhuber 2015). To be specific, we apply a NN 
using resilient backpropagation with weight backtracking method (RPROP+, Riedmiller 
and Rprop 1994). RPROP+ is a local adaptation learning scheme based on a gradient 
descent algorithm with a fast convergence rate. The scheme uses the sign of the gradients 
but not their magnitude to compute the weights updates. Depending on a heuristic func-
tion, the scheme can backtrack to a previous weight value. The backtracking can be done 
for all weights or just for some of them. To implement all NN computations we use the R 
statistics package Neuralnet (R Core Team 2018; Fritsch et al. 2019).

In order to successfully implement a NN to predict rissagues, we need to properly train 
the network. As previously stated, we want to use the data provided by radiosoundings to 
predict the potential harbour oscillation, therefore we need a database that contains past 
Palma radiosounding variables and the associated observed wave height at Ciutadella. For 
a previous study we compiled a suitable database using different sources (see Romero et al. 
2019, Section 3.1 for all the details). It is worth mentioning that, in Ciudadella, a rissaga 
event refers to a seiche greater than 70 cm. Having this 70 cm threshold in mind, our data-
base is made up of 126 rissaga days, extending with some gaps from July 1981 to July 
2018 (plus one old case from September 1975) complemented with 549 non-rissaga days 
along the December 2016–July 2018 period. This database just includes those events for 
which at least one of the thermodynamic radiosoundings launched at 00 and 12 UTC from 
Palma station is available. Note that only one of the two daily soundings is used to charac-
terize a database event, preferably the one closer in time to the moment of maximum daily 
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oscillation at Ciutadella. Also note that the seiche oscillation magnitude for some events 
of the 80s and 90s contains significant uncertainty as they were not directly measured, but 
simply estimated based on witnesses or newspapers news.

The input layer of our NN should contain the environmental key features behind rissaga 
generation. Recall these traits are basically the wind direction and vertical shear, and the 
vertical profile of static stability. Therefore, we used the horizontal wind components at 
different vertical levels given by the radiosounding as a proxy for the wind profile charac-
teristics, whereas the stability is inferred from the temperature data at the different levels. 
This configuration does not take into account the atmospheric humidity so we refer to it as 
the dry scheme. However, it is known that in some rissaga events the humidity profile also 
plays a relevant role. Humidity is intrinsically linked to the development of moist convec-
tion, as large amounts of moisture at low levels are needed to build convective or latent 
instability in the tropospheric column. Under these situations, the surface pressure varia-
tions are not only related to gravity wave activity but also to pressure jumps imposed by 
propagating convective systems, including small squall lines. Typically, these convective 
systems are triggered by greatly amplified gravity waves. For instance, Jansá et al. (2007) 
associated the extraordinary character of the 15 June 2006 meteotsunami event to the north-
eastward propagation of a mesoscale convective system (MCS) over the Balearic Islands. 
Meteotsunamis triggered or amplified by MCS have also been documented for other loca-
tions (e.g. Wertman et  al. 2014; Bailey et  al. 2014). Consequently, in this work we also 
considered a second NN configuration, called the wet scheme, in which radiosounding-
derived dew point depression4 data was ingested in addition to winds and temperatures.

In summary, we devised two different approaches: (1) a dry scheme where the NN input 
layer consists of the radiosounding temperature, u-wind (zonal) and v-wind (meridional) 
components vertically interpolated to a fixed set of 21 pressure levels,5 the same set used 
for the operational outputs of the NCEP/Global Forecasting System (GFS) model; and (2) 
a wet scheme where the dry NN input layer was completed with the dew point depres-
sions throughout the 1000–300 hPa range (see Fig. 2 for a graphical representation of both 
NNs schemes). We excluded the stratospheric levels—humidity is very low at high alti-
tudes—because they do not add relevant information to the NN while they could hinder its 
learning process. In conclusion, we have a 63-neuron input layer for the dry scheme and a 
80-neuron input layer for the wet scheme. Both schemes have a 1-neuron output layer that 
corresponds to the maximum wave height (crest-to-trough difference in a ≈ 5-min interval) 
measured at Ciutadella harbour during the whole day.

In fact, we designed a NN for each scheme, dry and wet, with the same input and output 
layers, but including 2-hidden layers with an undetermined number of neurons (see Fig. 2). 
Only two hidden layers were chosen to maintain the NN design as simple as possible. On 
each hidden layer the following range of number of neurons was tested: (1) on hidden layer 
1 from 100 to 350 by 50 and (2) on hidden layer 2 from 10 to 100 by 10. The training 
stopping criteria—the threshold for the partial derivatives of the error function—was also 
determined during the design of the NN as it can affect the ability of the model to predict 
outside the range of the training dataset. Specifically, these two training stopping criteria 

4 The dew point depression is the difference between the actual and dew point temperatures at a certain 
height in the atmosphere, thus a measure of the closeness of the air parcel to saturation.
5 Namely, these pressure levels are: 1000, 975, 950, 925, 900, 850, 800, 750, 700, 650, 600, 550, 500, 450, 
400, 350, 300, 250, 200, 150 and 100 hPa.
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values were tested: 0.005 and 0.001. The logistic function6 was always used as activation 
function. Wave heights and all input variables were normalized, linearly scaling the data 
into the 0–1 interval, suitable for our activation function. Taking as reference the minimum 
and maximum recorded values of every input and output variable, expanded by 20% to 
ensure applicability outside the range used for training and testing, we assigned 0–80% of 
the minimum, and 1–120% of the maximum. The whole database, 126 rissaga days plus 
549 non-rissaga days, was sliced into two sets: a training database (70% of the cases) and a 
testing database (the remaining 30%). This splitting of the original database into two sub-
sets was done randomly, but only once, so we always included the same events in each sub-
set. We checked that the R package sample function used for this splitting has effectively 
separated the database into two subsets that correctly represent the characteristics of the 
whole database (see Fig. 3). Each NN was trained with the training subset and then vali-
dated with the testing subset. For each scheme, we chose the best NN configuration based 
on the following criteria during the validation process (see Fig. 4): (1) limited spread: we 
want the NN prediction as close to the observation as possible, and therefore, we want to 
minimize the number of events where the difference between observation and prediction in 

Fig. 2  Graphical representation 
of both NNs configurations: a 
dry scheme and b wet scheme

6 A logistic function is a mathematical function that has a characteristic S-shaped curve. The logistic func-
tion was first introduced in Pierre-François (1838).
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Fig. 3  Observed wave height (in cm) for the whole database, rissaga (> 70 cm) and non-rissaga (< 70 cm) 
events. The training subset is plotted with red dots and the testing subset with blue dots

Fig. 4  Flow chart of the selection 
process of the best NN configura-
tion
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absolute value is more than 50 cm,7 (2) symmetry: we want a forecasting system as unbi-
ased as possible, therefore we seek to have as few over-predictions as under-predictions, 
and (3) low degree of overfitting: we want a NN capable of generalizing from our training 
subset, therefore we discard the configurations that fit the training subset too closely (i.e. a 
spread lower than 10 cm, a subjective choice). Combining these criteria, we were able to 
determine semi-objectively the optimal configuration of the NN for each scheme.

3  Results and discussion

After testing several NN configurations and applying the criteria described in Sect. 2, we 
kept the following structure:

• Dry scheme: a 63-neuron input layer, a 100-neuron and a 10-neuron hidden layers, and 
a 1-neuron output layer. The training stopping criteria is 0.005.

• Wet scheme: a 80-neuron input layer, a 350-neuron and a 50-neuron hidden layers, and 
a 1-neuron output layer. The training stopping criteria is 0.001.

Since we have the TRAM-rissaga system results available for comparison from Romero 
et al. (2019), we add them to our discussion. It is worth noticing that for the TRAM-rissaga 
system the whole database was available for testing, unlike for the NN framework, where 
we necessarily had to split the database into two subsets: training and testing. This contrast 
between methodologies can affect the results discussion since we have a smaller population 
to test the performance of the NNs. Having a small sample size can influence the results of 
most verification indices. However, this is an inescapable limitation because we are con-
strained by the only existing rissaga database and by the need to train the networks.

Considering some basic statistics, both NN schemes and the TRAM-rissaga system per-
form fairly well (see Fig.  5 and Table  1). The difference between observed and simulated 
mean height at Ciutadella harbour is less than 6 cm for all three systems, although both NN 
schemes slightly underpredict on average, while TRAM-rissaga overpredicts. The root-mean-
square error lies below 50 cm for the three systems, being the TRAM-rissaga value the biggest 
by 1 cm. All the obtained linear correlation coefficients indicate a limited association between 
the observed and simulated populations; the TRAM-rissaga coefficient value is a bit higher 
than both NN schemes values, but the latter still indicate a weak to moderate association. It 
is worth mentioning that all three methods severely underpredict the 400-cm wave height of 

Table 1  Performance statistics for the dry and wet NN schemes and the TRAM-rissaga system: the 
observed mean height (OBS mean), the simulated mean height (SIM mean), the root-mean-square error 
(RMSE) and the linear correlation coefficient (CC)

OBS mean (cm) SIM mean (cm) RMSE (cm) CC

Dry NN 39.2 36.7 44.2 0.307
Wet NN 39.2 33.4 44.3 0.315
TRAM-rissaga 37.0 42.8 45.4 0.431

7 This is a subjective error threshold, also used in Romero et al. (2019).
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Fig. 5  a Dry NN scheme, b wet NN scheme and c TRAM-rissaga system simulated water oscillation 
against observed water oscillation for each corresponding testing database. Dashed lines next to the diago-
nal (solid line) encompass the ± 50 cm limits

Table 2  Two different scale 
categories for the wave height 
values: dichotomous and 
expanded

Scale Category Wave height (cm)

Dichotomous Non-rissaga < 70
Rissaga ≥ 70

Expanded Small oscillations < 20
Moderate oscillations ∈ [20, 70)
Ordinary rissaga ∈ [70, 100)
Intense rissaga ∈ [100, 200)
Extreme rissaga ≥ 200
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the 15 June 2006 record event. In particular, the NN dry scheme predicts 64 cm, the NN wet 
scheme 37 cm and TRAM-rissaga 42 cm, so a difference with the observation greater than 
300 cm on all three methods (see Fig. 5). A possible explanation of this deficiency is that 
this record rissaga event was strongly linked to a mesoscale convective system crossing the 
Balearic Islands (Jansá et  al. 2007). Therefore the NN dry scheme and the TRAM-rissaga 
are, by definition, not suitable to properly reproduce this kind of events. However, the NN wet 
scheme does include a certain representation of moist processes so the reasons it does not bet-
ter capture this event are not properly known. As we will discus later, a plausible explanation 
is that the number convectively driven events is so small in the database that the NN is not 
properly trained to successfully capture them.

A different approach for evaluating the NN forecasts is to use verification scores and com-
pare their values with the TRAM-rissaga system results. Figure 6 displays several comple-
mentary verification scores (see Jolliffe and Stephenson 2012 for a comprehensive guide on 
forecast verification) for both NN schemes and the TRAM-rissaga system, and for two differ-
ent rissaga categorization scales (see Tables 2, 3). This choice of two categorization scales is 
motivated by the following: (1) a dichotomous scale of event and non-event naturally arises 
to test the potential of a method to discriminate rissaga situations from ordinary days; (2) an 
expanded scale is required when we want to check the ability of the method to predict the 
intensity of the event. The five rissaga classes of the expanded scale (wave height intervals) 
are chosen according to the expected risk and possible damages to the port and its activities. 
In fact, all current operational systems use the same scale for issuing specific warnings to 
Ciutadella harbour. It is worth noticing that both scales, dichotomous and expanded, are unre-
lated. In other words, we either analyse the rissaga discrimination power of the forecasting 
system or its ability to provide quantitative details.  

(1)ACC =
Hits + Correct Negatives

Total

(2)BIAS =
Hits + False Alarms

Hits +Misses

(3)POD =
Hits

Hits +Misses

(4)FAR =
False Alarms

Hits + False Alarms

Table 3  Contingency table for 
observed event and forecast event 
in a 2 × 2 problem

Observed

Yes No Total

Forecast
   Yes Hit False alarm Forecast yes
   No Miss Correct rejection Forecast no
   Total Observed yes Observed no Total
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Fig. 6  a Accuracy, b bias, c probability of detection, d false alarm ratio and e probability of false detection 
for the dry and wet NN schemes and the TRAM-rissaga system (red crosses, blue pluses and green circles, 
respectively). The purple solid line indicates the perfect score for each corresponding verification index. 
Results for the dichotomous categorization scale are plotted to the left of the vertical dotted line and those 
for the expanded categorization scale on the right side (see Table 2 for more details on these scales). Note 
the different value ranges encompassed by the vertical axes
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The accuracy (ACC, Fig.  6a, Eq.  1) indicates what fraction of the forecasts are correct, 
so a perfect score would be 100%. All three methods show good skill in discriminating 
between non-rissaga and rissaga events, in fact 85% of the non-rissaga and the rissaga fore-
casts were correct for both NN schemes and almost 90% for the TRAM-rissaga method. 
Overall, we obtain that more than 65% of the forecasts were correct for each expanded 
category, being the ordinary, intense and extreme rissagues the best forecast categories, 
with at least 85% of correct forecasts. The exceptionally good result of the three methods 
for the extreme rissaga category is influenced by the small number of events that fall into 
this category.

The bias (BIAS, Fig.  6b, Eq.  2) reveals whether a forecast system has a tendency to 
underforecast (bias value below 1) or overforecast (bias value over 1) events. All three 
methods are very well calibrated for the non-rissaga category. The TRAM-rissaga main-
tains this good calibration for the rissaga category, although both NN schemes under-
forecast this class. Looking at the expanded scale categories, the bias results reveal good 
skill for all categories except for the extreme rissaga, that is again influenced by having 
a small number of events in this extraordinary class. In addition, it is worth mentioning 
that the TRAM-rissaga method overforecasts while both NN schemes underforecast in this 
category.

The probability of detection (POD, Fig. 6c, Eq. 3) indicates the fraction of events that 
are correctly forecast, this index would reach a 100% for a perfect system. The POD value 
for the non-rissaga category is very good for all three methods, more than 90%. For the 
rissaga category, there is greater spread among methods. The best skill corresponds to 
TRAM-rissaga with a POD value around 75% while both NN schemes lie around 55%. The 
expanded scale categories show a diversity of score values among the forecasting strate-
gies. By far all three methods show the best skill for the small oscillations category, with 
a POD value over 70%, while the rest of categories contain POD values below 60% and 
progressively declining as the magnitude of the rissaga is increased.

The false alarm ratio (FAR, Fig. 6d, Eq. 4) measures the fraction of predicted events 
that did not occur, so ideally FAR values would lie close to 0%. All three systems are very 
well adapted at not producing false alarms in the non-rissaga category, the FAR values are 
below 10% for all three. On the rissaga category, all methods exhibit very similar FAR 
values of approximately 30%. Like in the POD, on the expanded scale all of them show 
the best skill in the small oscillations category, with a FAR value below 25%. For the rest 
of categories FAR values situate over 40%, increasing spread and magnitude as the wave 
height augments. In particular, FAR scores for the extreme rissaga category covers a range 
of 50%, with the NN wet scheme having the best FAR index (approximately 50%) and the 
TRAM-rissaga the worst one (almost 100%). Again, this result is heavily influenced by the 
small number of events that fall into this category.

Finally, the probability of false detection (POFD, Fig. 6e, Eq. 5) refers to the fraction 
of observed non-events that are incorrectly forecast as events; again the POFD scores 
should ideally remain close to 0%. The non-rissaga category displays POFD values for 
all three prognostic methods quite far from 0%. In fact the best behavior is exhibited by 
the TRAM-rissaga system, with a score of approximately 30%, while the POFD values 
for both versions of the NN are around 45–50%. In contrast, the rissaga category presents 
very good results for any forecasting system, with POFD values below 10%. Focusing on 
the expanded scale categories, all methods perform very similarly for the five wave height 

(5)POFD =
False Alarms

Correct Negatives + False Alarms
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classes. The worst POFD scores, with values between 20 and 30%, are exhibited for the 
small and moderate oscillation classes. In contrast, the three rissaga categories present 
POFD values below 10%.

4  Conclusions and further work

This paper explores the potential of using a NN to forecast the meteotsunamis that occur 
in Ciutadella harbour as an interesting complement to traditional forecasting methods 
that rely on physical numerical simulations. A NN, once trained, becomes a very cheap 
method in terms of its computational needs, so a forecast is ready almost instantaneously 
once the input information is available. Such a prompt forecast, if skilled enough, is crucial 
to warn the port authorities with sufficient time as to permit the deployment of all kinds 
of preventive measures. Our results show that the NN not only provides a fast forecast 
but also a skilled one, at least comparable to the outcomes of other available approaches 
that are computationally more expensive. The results show that our former TRAM-rissaga 
atmosphere-ocean numerical approach is somewhat more accurate than both tested NNs. 
However, this difference in skill is small and for some rissaga categories the NNs even 
exhibited better verification scores for some forecasting attributes. The difference in perfor-
mance could be very well compensated by having a forecast more promptly, enhancing its 
usefulness. Nevertheless, such a cost-benefit analysis should be properly done once the NN 
approach presented here has been running operationally and in conjunction with the other 
available techniques and the port authorities.

According to the examined verification scores, rather small differences between the per-
formance of both NN schemes, dry and wet, can be inferred. The addition of humidity 
profiles in the input layer is in principle a physically sound strategy to enlarge the repre-
sented spectrum of rissaga generation mechanisms. But in practice, the improvement of the 
wet scheme over the dry scheme as revealed by the verification results is rather limited. A 
remarkable exception is obtained for the extreme rissaga category (see Fig. 6). This could 
be expected, since it is precisely for extraordinary events when the role of deep moist con-
vection has been revealed the most crucial. It appears that the weak overall influence of 
the moisture factor is strongly tied to the available rissaga database. The database does 
not include enough events linked to convection-related generation or enhancement mecha-
nisms as to supply a sufficient sample of cases during the NN training phase. The testing 
phase is even more scarcely populated by this type of events. Widening the database with 
older cases is a very difficult task due to the lack of radiosoundings and/or wave height 
records. However, we could use the whole database for training and perform the validation 
in real time as future events occur. With this approach, we would expect a considerable 
improvement in skill for both schemes and more noticeable benefits of the wet scheme over 
the dry scheme.

Having these results and conclusions in mind, the next step is to implement operation-
ally an automatic prediction system for Ciutadella harbour based on both NNs. We pro-
pose to use as input data pseudo-radiosoundings extracted from GFS forecasts at the same 
location of Palma; that is, GFS-predicted vertical profiles of wind vector, temperature and 
dew point depression at the same pressure levels used for the training of the NNs. In addi-
tion, fast and sequentially updated wave height predictions could be produced by process-
ing the latest GFS forecasts available over consecutive time steps (e.g. at hourly intervals). 
These lagged predictions could be combined to generate an ensemble forecast of harbour 
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oscillation amplitude that can be exploited to infer the risssaga risk in probabilistic terms, 
or as function of the period of the day. The reasons for this strategy are twofold: (1) to 
better cope with the inherent uncertainties of having an appropriate representative sound-
ing; and (2) to adapt the meteotsunami forecasting system to rapidly evolving synoptic 
situations.
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