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s u m m a r y

Analysis of ensemble forecasting strategies, which can provide a tangible backing for flood early warning
procedures and mitigation measures over the Mediterranean region, is one of the fundamental motiva-
tions of the international HyMeX programme. Here, we examine two severe hydrometeorological epi-
sodes that affected the Milano urban area and for which the complex flood protection system of the
city did not completely succeed. Indeed, flood damage have exponentially increased during the last
60 years, due to industrial and urban developments. Thus, the improvement of the Milano flood control
system needs a synergism between structural and non-structural approaches. First, we examine how
land-use changes due to urban development have altered the hydrological response to intense rainfalls.
Second, we test a flood forecasting system which comprises the Flash-flood Event-based Spatially dis-
tributed rainfall–runoff Transformation, including Water Balance (FEST-WB) and the Weather Research
and Forecasting (WRF) models. Accurate forecasts of deep moist convection and extreme precipitation
are difficult to be predicted due to uncertainties arising from the numeric weather prediction (NWP)
physical parameterizations and high sensitivity to misrepresentation of the atmospheric state; however,
two hydrological ensemble prediction systems (HEPS) have been designed to explicitly cope with uncer-
tainties in the initial and lateral boundary conditions (IC/LBCs) and physical parameterizations of the
NWP model. No substantial differences in skill have been found between both ensemble strategies when
considering an enhanced diversity of IC/LBCs for the perturbed initial conditions ensemble. Furthermore,
no additional benefits have been found by considering more frequent LBCs in a mixed physics ensemble,
as ensemble spread seems to be reduced. These findings could help to design the most appropriate
ensemble strategies before these hydrometeorological extremes, given the computational cost of running
such advanced HEPSs for operational purposes.

� 2016 Elsevier B.V. All rights reserved.

1. Introduction

The number of great natural catastrophes is increasing world-
wide. Among these, flood is the worst hazard causing thousands
losses of life and damage to property (Munich Re, 2014). The
HyMeX (HYdrological cycle in the Mediterranean EXperiment,
http://www.hymex.org) program is an international effort aimed
at advancing in the scientific knowledge of the water cycle
variability from a seamless approach. A better understanding,
modelling and forecasting of hydrometeorological extremes over
the flood-prone Western Mediterranean region is one of the

milestones of HyMeX (Drobinski et al., 2014). To reduce flood
losses, real-time flood forecasting systems based on coupling
meteorological and hydrological models are synergic to structural
measures by issuing warnings in advance (Amengual et al., 2007,
2015; Rabuffetti et al., 2008; Ceppi et al., 2013). Despite the wide-
spread use of real-time flood forecasting systems and the great
steps that have been taken by hydrometeorologists, many open
issues still remain when dealing with flash floods affecting urban
areas and catchments of small dimensions (Silvestro et al., 2015).

One major issue concerns the land-use change due to urban
developments that alters the basin response to intense precipita-
tion. With less storage capacity and more rapid runoff, urban river
basins rise more quickly during storms and have higher peak dis-
charge rates than rural catchments. In addition, developments
along stream channels and floodplains can alter the capacity of a
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canal to convey water and can increase the height of water surface
corresponding to a given discharge.

A further issue when dealing with urban flash floods is the accu-
racy of Quantitative Precipitation Forecasts (QPFs). Major floods at
small drainage areas are mostly generated by convective systems
characterized by heavy precipitation and short duration. The use
of high-resolution Numerical Weather Prediction (NWP) models
is effective to capture the triggering and subsequent evolution of
the convectively-driven precipitation systems that are directly
linked to small-scale dynamics and are highly sensitive to local
topographic features (Leoncini et al., 2013; Fiori et al., 2014).
Nowadays, convection-permitting models are suitable for the spa-
tial and temporal scales of small- and medium-size flood-prone
basins. QPFs can be directly used to drive rainfall–runoff models
without the need of implementing additional downscaling proce-
dures (Amengual et al., 2008; Addor et al., 2011; Vincendon
et al., 2011).

Nevertheless, accurate numerical simulation of deep moist con-
vection and extreme precipitation is difficult owing to: (i) com-
plexity, uncertain definition and highly nonlinear character (also
affecting their interrelations) of the physical parameterization
schemes used in NWP models; and (ii) its sensitivity to any mis-
representation of the initial atmospheric state or boundary forcing
across the relevant convective and meso-scales. Indeed, these
errors can grow rapidly during the forecast horizon, strongly
penalizing the quality of the nonlinear system forecast (Mullen
and Baumhefner, 1988; Toth and Kalnay, 1993; Houtekamer and
Derome, 1995; Du et al., 1997). Thus, QPFs uncertainties arise from
both the initial and lateral boundary conditions (IC/LBCs) and from
physical parameterizations of the NWP model. When dealing with
flood risk in small-size catchments, the provision of correct spatial
and temporal QPF distributions is paramount, as small errors can
relatively result in misleading Quantitative Discharge Forecasts
(QDFs), preventing the issuance of precise and dependable early
flood warnings (Le Lay and Saulnier, 2007; Amengual et al., 2007,
2009; Bartholmes et al., 2009; Cloke et al., 2013).

Ensemble prediction systems (EPSs) aim at forecasting the set of
plausible outcomes and accounting for the most relevant uncer-
tainties in the forecasting system. Uncertainties in the initial and
boundary fields can be encompassed by conveniently perturbing
IC/LBCs (Buizza, 2003; Grimit and Mass, 2007; Hsiao et al., 2013).
NWP model errors for QPFs arise mainly from the imperfect repre-
sentation of convection, planetary boundary layer (PBL) processes,
land physics and moist microphysical processes (Stensrud et al.,
2000; Jankov et al., 2005; Tapiador et al., 2012). Uncertainties in
model parameterizations are coped by populating the ensemble
with multiple combinations of equally-skillful physical schemes.

When driving hydrological models for flood forecasting pur-
poses, EPSs can be used to convey these external-scale uncertain-
ties and to construct hydrological ensemble prediction systems
(HEPSs). The inclusion of these external-scale uncertainties aims
at improving the skill and spread of the HEPSs by introducing inde-
pendent information of all plausible atmospheric states. However,
the most suitable methods for generating HEPSs and the quantifi-
cation of their added value are still under investigation (Cloke and
Pappenberger, 2009; Cloke et al., 2013).

Alternative statistical methods to explore meteorological fore-
cast uncertainty require numerous samples that satisfy the
assumption of historic precipitation events sharing the same sta-
tistical characteristics with the precipitation event being forecast
(Lee et al., 2013). In the current paper, we decide to explore the
predictive skill of a perturbed IC/LBCs scheme (PIBL) and a multiple
physical scheme (MPS) as ensemble strategies for short-range
flood forecasting. To this end, we examine separately the impact
of the IC/LBCs and NWP model errors into the skill of QPFs and
QDFs for two of the most critical events of the last 20 years

affecting the Milano urban area, northern Italy. We assess the skill
of each ensemble strategy to predict the exceeding of a given
threshold through the physically-based distributed hydrological
FEST-WB model (Rabuffetti et al., 2008). Performance of
physically-based distributed approach is generally shown superior
than a lumped one in the case of extreme flood events (Carpenter
and Georgakakos, 2006; Moore et al., 2006) and can be suitable to
issue public warnings with a threshold based methodology (Reed
et al., 2007).

An understanding of how these distinct EPS strategies perform
and how the external-scale uncertainties propagate into the HEPSs
is crucial for an optimal design of an operational hydro-
meteorological forecasting system in the area. The rest of the paper
is structured as follows: Section 2 consists of a brief description of
the study area, land use change, and study cases; Sections 3 and 4
describe the hydrological and meteorological tools; Section 5 dis-
cusses the results; and Section 6 provides an assessment of the
methods used, including further remarks.

2. Data and case studies

2.1. Study area

Milano is one of the most populous cities in Italy (1,316,000
inhabitants live in 182 km2), and is also one of its most important
economic areas. A large region from the Italian PreAlps drains to
Milano (Fig. 1). The main rivers are the Lambro (area of
500 km2), Seveso (area of 207 km2), and Olona (area of 208 km2),
plus a number of minor tributaries for a total drainage surface of
about 1300 km2.

In the past, the Milano urban area has been subjected to a high
flood hazard and, in fact, during the 1970s a series of risk mitiga-
tion works were carried out with the aim of reducing the exceeding
discharges flowing through the urban areas. The main work con-
sisted in the construction of a bypass channel (CSNO, acronym
from Italian ‘‘Canale Scolmatore di Nord Ovest”) with a maximum
capacity of 30 m3/s, which collects the excess of discharge from the
Seveso River, preventing their entry into the city. In the upper Lam-
bro River Basin, the regulated Pusiano Lake acts as a storage basin
with respect to flood events, while more recently, in 2010 an on-
stream detention basin (Ponte Gurone dam) was built on the Olona
River near Varese city, just upstream the hydrometric station (Sec-
tion 1 in Fig. 1). The maximum storage capacity of this reservoir is
1,520,000 m3 accounting for a total drainage area of 3.83 km2. The
Ponte Gurone dam is regulated through three automatic gates to
keep a released rate below 36 m3/s, which is considered as the
maximum allowable discharge for downstream locations. The
complex existing structural engineering works alter the natural
response of river basins and make calibration of hydrological mod-
els more difficult.

The complex flood protection system of the city did not com-
pletely succeed in the recent years; hence, the implementation of
a hydro-meteorological chain can provide an additional support
as a non-structural method for early warning systems. In fact, since
lag times of these basins are a few hours (Table 1), alerts with suf-
ficient lead time permit civil protection authorities and the public
to exercise caution and take preventive measures to mitigate the
impacts of flooding (Yang et al., 2015). In this study, we analyse
48 h forecasts initialized one day before the observed peak flood,
as this lead time is considered sufficient and adequate by local
authorities.

Available meteorological data are: precipitation and tempera-
ture, collected hourly by the telemetric monitoring system man-
aged by the ARPA (Regional Agency for Environmental
Protection) of the Lombardy region since 2003 and the
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Meteonetwork-Epson Meteo Centre (EMC) meteorological station
network since 2012. Figs. 2a and 3a show the observed cumulative
rainfall in 48 h for the two events along with geographical location
of available rain gauges used in this study. Hydrometric data are
provided by ARPA and are available from 2003 (Table 1, Fig. 1).
The conversion to river discharge was not possible for Paderno
Dugnano gauge section due to the lack of rating curve (Section 4
in Fig. 1). Analysis of available discharge time series shows that
33 flood events hit this region since 2003 (Table 2).

2.2. Land use change

The territory extending north of Milano has been subjected to
significant expansion of the urban area since 1950, modifying the
response of the watershed to precipitation input. Fig. 4a shows
the part of the territory covered by urban areas in 1955, 1980
and 2010, and the corresponding value of Soil Conservation
Service-Curve Number (SCS-CN; US Department of Agriculture,

1986). Land use data has been obtained from the Lombardy Region
database (www.cartografia.regione.lombardia.it). We have chosen
SCS-CN for measuring the basin runoff production, since the higher
the CN is, the greater the generated runoff volume. Table 3 shows
the percentage of urbanized area and the average CN in these
selected years for the three major river basins draining to Milano.
Results show that the overall percentage of urbanization has
increased from 16.1% in 1955 to 35.1% in 1980 and up to 44.9%
in 2010. Due to the change of land use the curve number has risen
from 72.7 in 1955 to 75.9 in 1980 to up to 77.7 in 2010. The Seveso
river basin has the highest percentage of urbanized area, up to
50.7% in 2010.

2.3. Description of the hydro-meteorological episodes

The two analysed floods unfolded under quite different synoptic
conditions with different rainfall amounts and distributions as
shown in Figs. 2a and 3a in the 48 analysed hours. The 17–18
September 2010 episode developed under weak mid-level dynam-
ical conditions. During these days, a warm and moist air mass pro-
gressed north-eastwards over the eastern part of the Western
Mediterranean, driven by the south-westerly cyclonic flow present
at low levels (Fig. 5a and b). As warm andmoist low-level maritime
air impinged the central Alpine region during the late hours of 17
September, convective cells triggered and intensified within the
convectively unstable environment, stimulated by the relatively
cold continental air aloft (Fig. 5a and b). The first scattered convec-
tive cells initiated over the region in the afternoon of 17 and
quickly evolved towards the basin of interest with high precipita-
tion efficiency. During 18 September, as the upper level trough
advanced north-eastwards towards northern Italy at mid-levels,
more organized linear convective bands evolved over the region,
bringing high precipitation rates exceeding 10 mm/h across the
Lombardy region.

Fig. 1. River basins draining to Milano urban area. White circles denote hydrometric stations: (1) Lozza, (2) Castellanza, (3) Cantù, (4) Paderno, (5) Caslino, (6) Lambrugo, (7)
Peregallo, and (8) Milano.

Table 1
River sections considered in this analysis, basin area (km2), warning discharge
threshold (m3/s), lag time and station density both for the 2010 and 2014 event,
respectively.

Id Section River Area
(km2)

Warning
threshold
(m3/s)

Lag
time
(hours)

Weather
station density
(n/100 km2)

1 Lozza Olona 96.9 36 3.7 3.1–4.1
2 Castellanza Olona 162.6 43 6.9 1.8–2.5
3 Cantù Seveso 61.1 13 3.8 1.6–4.9
4 Paderno Seveso 175.4 75 7.5 2.9–5.1
5 Caslino Lambro 52.8 6 2.3 5.7–5.7
6 Lambrugo Lambro 176.8 NA 5.2 3.4–3.4
7 Peregallo Lambro 270.1 30 8.5 3.0–3.0
8 Milano Lambro 531.5 83 13.7 2.6–4.3
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On the other side, the mid-level synoptic conditions for 7–8 July
2014 favoured upward ascents as a cold negatively tilted trough
was sweeping across western Europe and extending south towards
the eastern part of the Western Mediterranean. Under this system
a low-level cold front evolved towards the east-southeast bringing
large amounts of rainfall over the Seveso and Lambro basins from
21:30 UTC 7 July to 02:00 UTC 8 July (Fig. 5c and d). The convective
systems triggered over the frontal zone during the late hours of 7
July 2014 reached the area as linear bands with embedded convec-
tive cells that exceeded 10 mm/h. The post-frontal environment,
characterized by low north-westerly low-level winds, triggered
isolated cells over the Rhône-Alps region that arrived at the Olona
and Seveso basins with extreme precipitation intensities that
exceeded 100 mm/h for certain convective systems during the eve-
ning of 8 July 2014. Rain gage data analysis shows an estimated
return period of about 80–100 years over the Lambro and Seveso
basins and above 200 years in the upper area of the latter.

Total economic losses caused by the two events were signifi-
cant: 80 M€ and 55 M€ for the 2010 and 2014 event, respectively.
During the 2010 episode the underground line 3 was seriously
damaged by water and sediment that flooded it and it remained
closed for recovery for about ten days.

3. Hydrological tools

We use the rainfall–runoff physically-based distributed FEST-
WB model developed on top of MOSAICO library (Pianosi and
Ravazzani, 2010; Ceppi et al., 2013; Ravazzani, 2013) for simulat-
ing the rainfall–runoff transformation. FEST-WB computes the

main processes of the hydrological cycle: evapotranspiration, infil-
tration, surface runoff, flow routing, subsurface flow, and snow
melt and accumulation. The computation domain is discretized
with a mesh of regular square cells (200 � 200 m in this study)
in each of which water fluxes are calculated at hourly time step.

In particular, evolution of soil moisture, h, for the generic cell at
position i, j, is described by the water balance equation:

@hi;j
@t

¼ 1
Zi;j

Pi;j � Ri;j � Di;j � ETi;j
� � ð1Þ

where P is the precipitation rate, R is runoff flux, D is drainage flux,
ET is evapotranspiration rate and Z is the soil depth. Runoff is com-
puted according to a modified SCS-CN method extended for contin-
uous simulation, where the potential maximum retention, S, is
updated at the beginning of storm as a linear function of the degree
of saturation, e (Ravazzani et al., 2007).

S ¼ S1 � eðS1 � S3Þ ð2Þ
where S1 is the maximum value of S when the soil is dry (Antece-
dent Moisture Condition (1)), and S3 is the maximum value of S
when the soil is saturated (Antecedent Moisture Condition (3)).
The actual evapotranspiration, ET, is computed as a fraction of the
potential rate tuned by the beta function that, in turn, depends on
soil moisture content (Montaldo et al., 2003). Potential evapotran-
spiration is computed according to a modified version of
Hargreaves-Samani equation (Ravazzani et al., 2012) and applied
to long-term simulation of hydrological balance (Ravazzani et al.,
2015). Drainage flux is computed as the actual conductivity propor-
tional to saturated conductivity according to Brooks and Corey
(1964).
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Fig. 2. 48-h rain-gauge rainfall amounts; location of rain gauges are shown in fuchsia triangles (a) and PILB (b) and MPS (c) ensemble mean 48-h accumulated precipitation
fields for the 18 September 2010 event. Shaded contours according to the scale. Standard deviations also shown in (b) and (c) as black lines, in mm. The limits of the basins are
highlighted in (b) and (c).
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The surface and subsurface flow routing is based on the Musk-
ingum–Cunge method in its non-linear formwith the time variable
celerity, x, (Montaldo et al., 2007).

xðtÞ ¼ 5=3VmðtÞ ð3Þ
with Vm (m/s) denoting the mean velocity in the reach at a given
time step as estimated from the Manning–Gauckler–Strickler fric-
tion equation

Vm ¼ csR
2
3S0:50 ð4Þ

where R (m) is the hydraulic radius, cs (m1/3 s�1) is the Gauckler–
Strickler roughness coefficient, and S0 is the river bed slope (m
m�1).

River basins analysed in this study have been delineated consid-
ering the contribution of urban sewage system that, in some cases,
deviates runoff from the natural flow direction, modifying the con-
tributing area. For further details upon development and applica-
tion of the FEST-WB, the reader can refer to Ravazzani et al.
(2014a,b,c, 2015) and Boscarello et al. (2014).

3.1. Calibration and validation

This section describes the method used to calibrate and validate
the hydrological model in those sections where accurate river dis-
charge observations are available. To this purpose, the Paderno
Dugnano gauging section was not considered, because its rating
curve is missing and Lambrugo has not been calibrated either,
because observed discharge is strongly affected by Pusiano Lake
regulation during floods.

The calibration/validation procedure was performed over two
independent periods. For each section, we split the available data

Fig. 3. As in Fig. 2 but for the 48-h rain-gauge accumulations; location of rain gauges are shown in fuchsia triangles (a), and PILB (b), MPS (c) and MPS1h (d) ensemble mean
48-h accumulated precipitation fields for the 08 July 2014 event.

Table 2
Flood events that hit Milano region since 2003.

ID Period Event type

1 27 November 2003 Stratiform
2 5 August 2004 Convective
3 1 November 2004 Stratiform
4 29 November 2004 Stratiform
5 9 September 2005 Convective
6 9 April 2006 Stratiform
7 8 December 2006 Stratiform
8 21 August 2007 Convective
9 11 April 2008 Convective
10 16 May 2008 Convective
11 12 July 2008 Convective
12 12 September 2008 Convective
13 4 November 2008 Stratiform
14 30 November 2008 Stratiform
14 5 February 2009 Stratiform
16 26 April 2009 Stratiform
17 6 July 2009 Convective
18 14 July 2009 Convective
19 23 December 2009 Stratiform
20 2 May 2010 Stratiform
21 10 May 2010 Stratiform
22 10 August 2010 Convective
23 17 September 2010 Convective
24 30 October 2010 Stratiform
25 15 November 2010 Stratiform
26 13 July 2010 Convective
27 25 October 2011 Stratiform
28 23 April 2012 Convective
29 20 May 2012 Stratiform
30 4 November 2012 Stratiform
31 10 November 2012 Stratiform
32 26 November 2012 Stratiform
33 7 July 2014 Convective
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into two datasets so that both stratiform and convective events
were well represented in the two periods (Table 2). In particular,
the September 2010 episode was used in the validation phase,
while the July 2014 flood event was not included in calibration
and validation, but was added to the study presented herein for
its relevance.

The number of events used for calibration ranges from a mini-
mum of 6 events for Peregallo section to 10 for Caslino and Castel-
lanza sections. Flood events used for validation range from a
minimum of 3 events for Peregallo to 4 for Caslino.

As the object of this work is the forecast of flood inducing dis-
charge, the model was calibrated and validated considering the
peak discharge relative error, ep. Model performance was consid-
ered acceptable when peak discharge error was lower than 25%,
considered as the mean error associated to discharge measurement
in this area (Di Baldassarre and Montanari, 2009). In order to
achieve this goal, two parameters were modified: soil saturated
hydraulic conductivity that affects flood volume and flood peak
magnitude, and roughness coefficient used for routing runoff that
affects hydrograph shape and time to peak.

For a general assessment of model’s performances, other
indexes well known in literature were computed, the root mean
square error, RMSE, and the Nash and Sutcliffe (1970) efficiency,
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Fig. 4. (a) Urban development and curve number in 1955, 1980, and 2010 for the river basins North of Milano, and (b) percentage of flood volume variation calculated with a
land use of 1955 (grey) and 1980 (black) in comparison with the one simulated during the events of 2010 and 2014 over the three basins.

Table 3
Percentage of area covered by urban development, Urban (%), and curve number, CN,
in the years 1955, 1980, and 2010 for the three main river basins.

1955 1980 2010

Urban (%) CN Urban (%) CN Urban (%) CN

Olona 16.4 70.0 33.4 73.1 42.9 75.1
Seveso 17.1 73.9 38.3 77.3 50.7 80.1
Lambro 15.3 74.6 33.8 77.8 43.7 79.6
Total 16.1 72.7 35.1 75.9 44.9 77.7
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g. The model was not optimized against these as they are not suit-
able to characterize errors in peak flow that are crucial in flash-
flood forecasting.

4. Meteorological tools

Individual ensemble members are generated using the Weather
and Research Forecasting (WRF) model version 3.4 (Skamarock
et al., 2008). We use a single computational domain of 750 � 550
grid-points at 2.5 km resolution, centred over north Italy and span-
ning the entire north-western Mediterranean region (Fig. 6); in the
vertical, 35 computational levels are used. This configuration
allows for deep moist convection to be explicitly resolved in our
simulations. All simulations span 48 h as forecast horizon – from

17 to 19 September 2010 00 UTC and from 07 to 09 July 2014 00
UTC, respectively, thus encompassing the initiation phase and
mature evolution of the most active convective systems for the
18 September 2010 and 08 July 2014 floods. These simulations
are driven by the global ECMWF forecasts, using either the refer-
ence run for nesting our MPS ensemble or a collection of
ECMWF-EPS members for the PILB approach. It is interesting to
note that the ECMWF ensemble yielded a potential risk of extreme
precipitation over the Alpine region for both case studies, accord-
ing to the Extreme Forecast Index (EFI; defined in Lalaurette
(2003) and Zsótér (2006)). The resulting WRF-EPS hourly QPFs
are finally used to force unidirectionally the FEST-WB to ultimately
generate HEPSs one day in advance before the main peak flood: a
suitable time to issue warnings and advice local authorities.

Fig. 5. ECMWF analyses for the 2 cases considered: (a and c) 500 hPa geopotential height (solid line, in gpm) and 500 hPa temperature (dashed line, in �C); and (b and d)
sea-level pressure (solid line, in hPa) and 925 hPa temperature (dashed line, in �C); for: (a and b) 18 September 2010 at 00 UTC; and (c and d) 08 July 2014 at 00 UTC.
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4.1. Perturbed initial and lateral boundaries (PILB) ensemble

The operational European Centre for Medium Range Weather
Forecasts – global Ensemble Predictions System (ECMWF-EPS)
aims at sampling the distribution of plausible atmospheric states,
given the bulk of observational and modelled information avail-
able. It consists of 50 members, operating at T639 spectral resolu-
tion (�32 km), that are generated by perturbing an initial analysis.
Perturbations are derived from flow-dependent singular vectors
computed daily at ECMWF in order to span the synoptic-scale
uncertainties of the day (Buizza and Palmer, 1995; Molteni et al.,
1996). Specifically, the PILB system is designed to dynamically
downscale the global ECMWF ensemble forecasts, thus relying on
the sampling of the IC/LBCs uncertainty subspace provided by
the global system (Marsigli, 2009).

Under weak-to-moderate mid-levels forcing regimes, the syn-
optic perturbations inherited from the ECMWF-EPS into the PILB
ensemble will, on average, spread out slower than in the MPS
members for these episodes with active mesoscale processes. In
order to alleviate this, the 20 ECMWF-EPS members exhibiting

the largest diversity over our numerical domain are identified
and used as initial and boundary conditions for the entire PILB
ensemble. To this end, we applied to the 50 ECMWF-EPS members
a k-means clustering algorithm using the Principal Components of
the 500 hPa geopotential and 850 hPa temperature fields over the
area spanned by the WRF domain (Fig. 6). These dynamically rele-
vant fields are often used in weather pattern classification studies
(e.g. Romero et al., 1999a, 1999b; Trigo and DaCamara, 2000;
Seibert et al., 2007; Huth et al., 2008). A total of 20 clusters are pro-
duced and, the 20 members closest to the centroid of each cluster
are selected in the PILB (Fig. 7). The aim of this approach is to iden-
tify representative members of 20 ‘‘distinct circulation types of the
day” in which the ECMWF-EPS is classified.

All PILB ensemble members use the same set of physical param-
eterizations (Table 4): the WRF single-moment 6-class microphys-
ical scheme incorporating graupel; the 1.5-order Mellor–Yamada–
Janjic PBL scheme; the Dudhia short-wave scheme (Dudhia, 1989);
the RRTM long-wave scheme (Mlawer et al., 1997); the unified
Noah land surface model (Tewari et al., 2004); and the Eta similar-
ity surface layer (Janjic, 1994). Lateral boundary conditions for all
ensemble members are updated every 3 h.

4.2. Mixed-physics (MPS) ensemble

Sensitivity analyses of mixed-physics ensembles have shown
that no single WRF model configuration performs the best, as dif-
ferent meteorological variables are sensitive to different physical
parameterizations (Jankov et al., 2005; Evans et al., 2012). We
adopt a multiphysics ensemble generation strategy, which consists
in combining 5 microphysical and 4 boundary layer schemes (i.e.
20 members; Table 4). Convective processes are explicitly allowed
within the spatial scales resolved by theWRF model, thus these are
not considered in the sampling methodology of the physical uncer-
tainties that defines the MPS ensemble. Microphysics schemes are
used to model the processes resulting in the several forms of pre-
cipitation. All selected schemes involve the simulation of explicitly
resolved liquid water, cloud and precipitation, including mixed-
phase transformations (i.e. the interaction of ice and liquid water).
However, each microphysical parameterization treats differently
the interaction among five or six moisture species (i.e. water
vapour, cloud water, rain, cloud ice, snow and graupel); the phys-
ical processes of rain production, fall and evaporation; the cloud
water accretion and auto-conversion; condensation; and satura-
tion adjustment and ice sedimentation (Skamarock et al., 2008).

The PBL schemes are used to parametrize the sub-grid turbulent
vertical fluxes of heat, momentum and moisture within the bound-
ary layer and throughout the atmosphere (Pielke and Mahrer,
1975). The PBL representation can be a determinant factor in accu-
rately simulating mesoscale weather phenomena owing to the crit-
ical role that these fluxes exert in the onset of severe phenomena.
Thus, the choice of different PBL schemes can substantially affect
temperature and moisture profiles in the lower troposphere and
the effects of turbulence in daytime convective conditions
(Hu et al., 2010; Coniglio et al., 2013).

Fig. 7. Initial states of the 500 hPa geopotential heights (in gpm) for the ECMWF
analyses (black lines) and the 20 selected ECMWF-EPS members (grey lines) on (a)
17 September 2010 00 UTC and (b) 07 July 2014 00 UTC. The ensemble members
have been selected after applying a clustering technique (see text). Note that areas
with high ensemble spread denote greater uncertainty.

Table 4
The different physical schemes combined for generating the MPS ensemble. Note that the physical parameterizations used in the PILB ensemble are highlighted in bold italic.

Microphysics scheme Planetary boundary scheme

Purdue Lin (Lin et al., 1983) Yonsei University (YSU; Hong et al., 2006)
Ferrier (1994) Mellor–Yamada–Janjic (MYJ; Janjic, 1994)
WRF single-moment 6-class (WSM6; Hong and Lim, 2006) Mellor-Yamada Nakanishi Niino level 2.5 (MYNN; Nakanishi and Niino, 2006)
Goddard scheme (Tao et al., 1989) Asymmetric convection model 2 scheme (ACM2; Pleim, 2007)
New Thompson (Thompson et al., 2008)
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Initial and lateral boundary conditions are the same for all
mixed-physics experiments and each case study and come from
the ECMWF-EPS reference (unperturbed) forecast. Lateral bound-
ary conditions are updated every 3 h. Since early 2014, ECMWF
archives hourly forecasts for the reference run. This opens the win-
dow to investigate the sensitivity of HEPS skill to the boundary
conditions update frequency. To this end, an additional mixed-
physics ensemble with hourly update –labelled asMPS1h– is tested
on the 08 July 2014 episode.

5. Results and discussion

5.1. Performance of the hydrological model

Calibration of FEST-WBmodel allowed the removal of systematic
errors in simulated peak discharges, as shown in Table 5where peak
discharge relative error is compared before and after calibration.

Someunderestimation is still present in the Cantù andMilano gauge
sectionsafter calibration, but error lies inside theacceptablebounds.
Increase of peak discharge errors in validation for Lozza and Castel-
lanza is due to the effect of PonteGuronedamwhich is not simulated
into the hydrological model. Peak error lies within or slightly
exceeds acceptable bound even in validation. In Fig. 8, simulated
hydrograph before and after calibration is compared to observed
hydrograph for one stratiform calibration event at Cantù, one con-
vective validation event at Cantù, one convective calibration event
at Peregallo, and one stratiform validation event at Peregallo.

Table 5 shows also the other two computed performance
indexes: the root mean square error and the Nash and Sutcliffe
(1970) efficiency. They confirm improvement of simulations after
calibration, although they were not explicitly considered for opti-
mization since they are mainly sensitive to simulation of the shape
of hydrograph and, not the flood peak, that is the objective of this
work.

Table 5
River sections considered in calibration and validation analysis, and peak discharge relative error.

Section ep (%) RMSE (m3/s) g

Before
calibration

After
calibration

Validation Before
calibration

After
calibration

Validation Before
calibration

After
calibration

Validation

Lozza �50.7 0.27 26 13.76 10.36 6.10 �0.71 0.07 0.57
Castellanza �51.8 0.12 16.7 15.93 10.14 7.65 �0.29 0.36 0.63
Cantù �65.5 �10.9 �8.9 6.85 5.31 3.51 �0.56 0.30 0.46
Caslino 78.4 0.57 14.5 11.62 7.67 5.46 0.27 0.41 0.45
Peregallo �72.1 1.5 1.2 20.65 15.11 6.00 �0.83 0.43 0.63
Milano �74.8 �3.54 �25.5 30.96 19.26 12.49 �0.79 0.03 0.35

Fig. 8. Simulated hydrograph before and after calibration compared to observed discharge: (a) stratiform calibration event at Cantù, (b) convective validation event at Cantù,
(c) convective calibration event at Peregallo, and (d) stratiform validation event at Peregallo.
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5.2. The impact of land-use change on runoff

The change of land use due to urban development has the con-
sequence of increasing the curve number that, in turn, can affect
basin runoff production. In order to assess the impact of urban
development on floods, the two flood events occurred in 2010
and 2014 were simulated with the CN map based on current land
use (2010), and compared to simulation runs with the CN maps
derived using the 1955 and 1980 land use, following Rulli and
Rosso (2002). Variation of flood volume obtained with current land
use respect to the value obtained with 1955 and 1980 land use is
reported in Fig. 4b. The Seveso and Lambro basins show a decrease
of flood volume in the range �24.7 to �20.2 with the 1955 land
use, and �11.7 to �6.6 with the 1980 land use. The greatest impact
is shown on the Olona river basin with a maximum volume change
of about �68% registered for the 2014 flood simulated assuming
the 1955 land use. However, the Olona basin was subjected to
small precipitation amounts in both analysed events and, as a con-
sequence, its flood volume is reasonable small. When precipitation
amount is small, the initial abstraction of the SCS-CN method, that
defines the precipitation that is lost by vegetation and interception,
becomes significant over runoff generation. Initial abstraction is a
function of SCS-CN itself: an increase of CN implies a decrease of
initial abstraction and, therefore, an increase of runoff. This
explains the remarkable impact reported on the Olona river floods.

5.3. Verification of the weather predictions

Operational pluviometric networks consisted of 34 and 41 rain-
gauges over the basins during the 18 September 2010 and 08 July
2014 floods, respectively (Fig. 1). Ensemble QPFs for each case study
are bilinearly interpolated onto the rain-gauge locations (Akima,
1978, 1996). Next, observed and simulated precipitations over the
three catchments are accumulated over 48 h periods (i.e., 17–19
September 2010 00 UTC and 07-09 July 2014 00 UTC, Figs. 2 and 3).

First, the skill of the EPSs is assessed by means of Taylor dia-
grams (Fig. 9; Taylor, 2001). The PILB and MPS ensembles show
weak differences in skill in terms of spatial distributions of the
48 h accumulated precipitations for both flood events, although
the latter exhibits some members with slightly better statistical
scores for the 18 September 2010 flash-flood. In general, both
ensemble strategies feature too small spatial variability for the
flood episodes (Fig. 9a and b). Regarding the MPS1h test for the
08 July 2014 episode, no significant benefits are obtained when
compared with the more standard MPS strategy (Fig. 9c). Spatial
correlations are rather low for many ensemble members and both
case studies, highlighting the difficulties for accurately forecasting
the spatial distributions of the convectively-driven rainfall fields at
such small-scales.

Secondly, the ability of the different EPS strategies to predict
forecast skill has been assessed by comparing the ensemble spread
against forecast error. To this end, we have computed the ensemble
root-mean-square error (RMSENS) and the root-mean-square error
spread (SPRMSE) statistical indices (Scherrer et al., 2004). The
RMSENS is obtained after applying the root-mean-square error
(RMSE) to each ensemble member, i:

RMSEi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
M

XM

m¼1
ðf mi

� omÞ2
r

ð5Þ

where f mi
and om are the forecasted and observed values of the vari-

able of interest at the rain-gauge m, respectively; and M is the total
number of rain-gauges. Then, the RMSENS is defined as follows:

RMSENS ¼ 1
N

XN

i¼1
RMSEi ð6Þ

where N is the ensemble size. The SPRMSE is computed as the average
of the sum of the RMSE between every ensemble member and the
remaining elements as follows:

Tij ¼ RMSE½Wi;Wj� ð7Þ

D ¼
X
i

X
j

Tij i < j ð8Þ

Fig. 9. Taylor diagrams of the PILB and MPS ensembles for the (a) 18 September
2010 and (b) 08 July 2014 floods. The Taylor diagram of the MPS and MPS1h
ensembles for the 08 July 2014 flood is also shown (c). Standard deviations and
centred root-mean-square (RMS) differences in mm.
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Fig. 10. Spread-skill scatterplots of (a) the PILB and MPS ensembles for the 18 September 2010 flood; and (b) the PILB and MPS, and; (c) the MPS and MPS1h ensembles for the
08 July 2014 flood. Also shown linear regressions as continuous and dashed black lines for the PIBL and MPS ensembles in (a) and (b), respectively. Continuous and dashed
black lines denote the MPS1h and MPS experiments in (c). Note that spread and skill scores have been normalized.
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SPRMSE ¼ 2 � D
N � ðN � 1Þ ð9Þ

where Wi and Wj are calculated over the N �M points for the mete-
orological field of interest. These statistical scores have been com-
puted from the hourly observed and simulated precipitations at
all available rain-gauges and over the entire 48-h forecasting period
for each case study. Next, the quality of the distinct ensemble
strategies are assessed by (Scherrer et al., 2004): (i) building contin-
gency tables based on the spread-skill relationships, and (ii) plot-
ting scatterplots of spread versus skill and computing linear
correlation coefficients.

Contingency tables are built by counting all individual spread-
skill pairs that lie within the different quadrants in the skill-
spread scatterplots. Skillful probabilistic EPSs show small spreads
mainly associated with high forecasting skills, whereas small
spreads linked to low ensemble skills denote more unreliable EPSs.
As large spreads are not always associated with low forecasting
skills, the fanning in the spread-skill scatterplots is an inherent
property of skillful probabilistic EPS systems (Fig. 10; Molteni
et al., 1996; Scherrer et al., 2004). Note that we have normalized
the ensemble spreads and skills in the scatterplots (i.e., z ¼ x��x

Sx

where z is the standardized variable, �x is the mean, and Sx is the
standard deviation), so large skills and small spreads appear with
negative numbers.

Table 7 and Fig. 10 show that small spreads are predominantly
linked with high skills for all the ensemble strategies. Therefore,
the hourly observed precipitations lie within the forecast ensem-
bles. Spread–skill correlations range from 0.45 to 0.74, well above
the minimum value of 0.4 which would indicate unreliable EPSs
(Scherrer et al., 2004). Moreover, SPRMSE is created more rapidly
than the RMSENS for the 18 September 2010 flash-flood
(mPILB ¼ 0:59;mMPS ¼ 0:82 for the unnormalized slopes of the linear
regressions), whereas errors are generated faster than spread for
the 08 July 2014 episode (mPILB ¼ 1:12;mMPS ¼ 1:03). In addition,
the 65–88% of the small (large) spread is linked to the correspond-
ing high (low) skill for all the ensemble strategies, pointing out a
remarkable ability of the different EPS approaches to estimate skill
from spread. Note that not remarkable differences are found
between the MPS and MPS1h experiments for the 08 July 2014
flood.

Thus, accounting for the largest diversity in the IC/LBCs is an
effective approach in order to avoid reduced PILB ensemble

spreads when compared to mixed-physics ensembles. However,
the enhanced PILB ensemble spread does not result in higher skill
for these flood events when compared with the MPS ensemble,
provided that the unperturbed IC/LBCs yield skillful forecasts.
The crucial role of the local orography for triggering and organizing
the simulated convective activity masks the benefits of accounting
for an enhanced diversity in the IC/LBCs. That is, the influential role
of local topography diminishes the sensitivity to this kind of uncer-
tainties. Furthermore, the use of more frequent LBCs results in a
decrease of the ensemble spread, (mMPS ¼ 1:03;mMPS1h ¼ 0:94),
negatively impacting the ensemble skill when forecasting the
48 h rainfall amounts (Clark et al., 2008).

5.4. Performance of the hydro-meteorological prediction system

The performance of the hydro-meteorological coupling system
is here discussed for the 2010 and 2014 events in the three anal-
ysed gauge sections of the two catchments (the Seveso at Cantù,
and the Lambro at Peregallo and Milano). Analyses are carried
out considering theWRF forecasts and a control simulation for pre-
cipitation and discharge predictions in comparison with observed
data. Cumulated precipitation forecasts shown in Figs. 11 and 12
(top) refer to initializations, respectively, on 17 September 2010
00 UTC, 36–48 h before the measured peak flow of the following
day occurred between 16 and 22 UTC depending on the basin sec-
tion, and on 07 July 2014 00UTC, 24–36 h before the observed peak
flow (between 04 and 11 UTC on the day after).

Fig. 11 shows the performance for the 2010 event over the three
close sections in terms of precipitation (top) and discharge (bot-
tom) forecasts. It clearly appears how the PILB forecast underesti-
mates the cumulated precipitation over the 48 h in all the three
sections when comparing the ensemble median and percentiles
with observed data. On the contrary, the MPS performs much bet-
ter, achieving a good agreement (�8% at Cantù and Peregallo, �3%
at Milano). From a hydrological point of view, a good result is also
obtained by the FEST-WB model (green rhombi) initialized with
measured values coming from the hydro-meteorological regional
network: in particular simulation errors compared with observed
data (red circle) are equal to +5% at Cantù, +12% at Peregallo and
�4% at Milano. The underestimation of the PILB precipitation fore-
casts is consequently propagated to the PILB-HEPS over the three
basins; on the contrary, MPS-HEPS limits this error prediction
(�28% at Cantù, �23% at Peregallo and �38% at Milano), and most
of the ensembles go beyond the respective alert threshold (10 in
Cantù, 17 in Peregallo and 8 in Milan out of the total 20), providing
an useful advice to local authorities and civil protection agencies.

Because of spatial variability of precipitation, and associated
return period (Section 2.3), quantitative precipitation forecast
becomes very challenging even with an ensemble strategy
approach: this is mainly due to the east–west movement of con-
vective cells over the two elongated shape basins placed north–
south; therefore, even a small shift in the target forecast can have
a huge impact on hydrological prediction. In fact, QPFs turn out to
be far from the observed values in all the three sections (Cantù,
Peregallo, and Milano) with the probabilistic WRF simulations

Table 6
Percentage of exceeding the warning threshold in each analysed basin for the two
events with different WRF combinations.

Exceeding threshold Seveso Lambro

Cantù Peregallo Milano

2010 event PILB-HEPS 20% 35% 10%
MPS-HEPS 50% 85% 40%

2014 event PILB-HEPS 25% 50% 10%
MPS1h-HEPS 25% 50% 10%
MPS-HEPS 15% 55% 10%

Table 7
Contingency table for the SPRMSE spread and RMSENS skill derived from the observed and simulated hourly precipitations and the different EPS approaches. ‘‘Small spread-high
skill” and ‘‘large spread-low skill” values are in bold. Note that high skill denotes low RMSENS.

Percent (%) 2010 flood 2014 flood

PILB MPS PILB MPS MPS1h

Small spread Large spread Small spread Large spread Small spread Large spread Small spread Large spread Small spread Large spread

High skill 45.8 14.6 54.2 2.1 47.9 12.5 56.3 10.4 56.3 8.3
Low Skill 18.8 20.8 10.4 33.3 0.0 39.6 2.1 31.3 8.3 27.1
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(Fig. 12) in the 2014 event; consequently, this underestimation is
transferred in the peak discharge prediction as it is highlighted in
Fig. 11 (bottom), despite the FEST-WB model forced with observed
data shows an overestimation of the peak discharge at Peregallo
(+42%) and Milano (+43%) gauging sections.

5.5. System reliability for civil protection

Notwithstanding the underestimation shown by the HEPS for
the 2010 event and, above all, for the 2014 case, if we investigate
deeply the ensemble spread, some of the WRF simulations exceed
the warning threshold of the respective basins. From a civil protec-
tion point of view, the exceeding percentage given by the WRF
ensemble members can provide more information than a single
forecast can do. In Table 6 we summarize the exceeding probability
with all possible WRF combinations in both events, in terms of how
many ensemble members go beyond the alert threshold.

It clearly appears how the MPS-HEPS performance is better for
the 2010 event in all three basins, while the PILB-HEPS gives, on
average, a high performance in the 2014 event. Best results among
the three basins are achieved at Peregallo, where at least a 10% of
exceeding probability is always present. To better appreciate the
value of the HEPS, we join in a single plot all the ensemble mem-
bers of the WRF forecasts and calculate the deviation from the
observed peak discharge and time over the three catchments both

for the 2010 and 2014 events, enhancing the innovative explo-
ration of the all WRF combinations.

Following the approach of the ‘‘Peak Box” proposed by Zappa
et al. (2013), Figs. 13 and 14 summarize all the simulations and
forecasts carried out for the three basins in this study, considering
on the y-axis the deviation from the observed peak discharge and
on x-axis from the observed peak time, which is another important
factor to be considered. The red circle is the true observation used
as normalized reference; the green rhombus is the FEST-WB model
simulation forced with observed data; the purple rhombi and
brown rectangles are respectively the PILB-HEPS and MPS-HEPS.
The warning threshold (orange dashed line) is shown in terms of
cubic meters per second under or over the observed value, in order
to display whether an ensemble member goes beyond or not this
given alert line although its forecasted value can be far from the
actual one. In fact, since hydrological alarms are given according
to the threshold exceeding, this probability becomes a key factor
for civil protection: i.e., we are far from what are going to observe,
but we are able to predict rather well the exceeding threshold, and
issue right alerts.

Figs. 13 and 14 also highlight the deviation forecast in terms of
time from the observed peak which is another noteworthy feature
for early warning systems and flood risk. In particular, most of the
ensemble members of the two HEPS predicted a delay of some
hours in comparison with the observed peak time in the 2010
event (Fig. 13) over the three watersheds; however, many

Fig. 11. QPFs (a) and QDFs (b) for the 18-09-2010 event over three close sections of
the two hydrological basins with two different WRF simulations. Observed values
are shown in red circles, the FEST-WB peak runoff is shown with green rhombi, the
control forecast with blue triangles and WRF simulations with the brown boxes.
(For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Fig. 12. QPFs and QDFs for the 08-07-2014 event over three close sections of the
two hydrological basins with three different WRF simulations. Observed values are
shown in red circles, the FEST-WB peak runoff is shown with green rhombi, the
control forecast with blue triangles and WRF simulations with the brown boxes.
(For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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members have exceeded the warning threshold. Regarding the
2014 event (Fig. 14), the forecasting delay from observed peak time
is also observed, except at Peregallo section where it is not so
marked as in the other two basins. Nevertheless, if we take into
account all the 60 WRF simulations, we count 13 ensembles at

Cantù, 31 at Peregallo and 6 at Milano that exceed the warning
thresholds, providing a probabilistic information, which is more
meaningful if compared with single forecasts, that can be
addressed to local Italian civil protection agencies for preventive
actions and support decision systems.

Fig. 13. Peak flow analysis for the Seveso at Cantù (a), the Lambro at Peregallo (b) and at Milano (c) for the 2010 event. Y-axis shows the deviation from the observed peak
discharge and x-axis the deviation from the observed peak time. The green rhombi show the deviation of the FEST-WB simulations initialized with observed data, while the
blue triangles are the control forecast errors. Ensemble forecast errors in terms of deviation from the observed peak discharge and time are shown with purple rhombi and
brown triangles for the PILB-HEPS and MPS-HEPS respectively; all deviations are normalized from the observed value (red circle). (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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6. Conclusions

In this work we reanalysed the two most significant flood epi-
sodes that recently hit the Milano urban area, in order to explore
different ensemble strategies for flood forecasting purposes. The

two flood events were among the most difficult to predict because
of the high intensity and spatial variability of precipitation. Far
from characterizing the statistical properties of the proposed
ensemble hydrometeorological forecasting systems, our results
show the potential of PILB and MPS to produce reliable extreme

Fig. 14. Peak flow analysis for the Seveso at Cantù (top), the Lambro at Peregallo (centre) and at Milano (bottom) for the 2014 event. Y-axis shows the deviation from the
observed peak discharge and x-axis the deviation from the observed peak time. The green rhombi show the deviation of the FEST-WB simulations initialized with observed
data, while the blue triangles are the control forecast errors. Ensemble forecast errors in terms of deviation from the observed peak discharge and time are shown with purple
rhombi, brown and grey triangles for the PILB-HEPS, MPS-HEPS, and MPS1h-HEPS respectively; all deviations are normalized from the observed value (red circle). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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flood forecasts over very small and rapid catchments as the Milano
river basin. The Main findings of this work are:

� The FEST-WB model, forced with observed data, is reasonably
satisfactory in simulating the peak discharges triggered by both
stratiform and convective events in the calibration and valida-
tion phase. Future developments can be based on merging radar
data to rain gauge data to provide more accurate rainfall obser-
vations on the ground, as shown in Löwe et al. (2014), to
improve the hydrological model skill.

� The land-use change due to urban development that affected
the Milano area starting from 1955 had the consequence of
increasing the curve number and, therefore, a significant
increase of runoff volume.

� The use of hydrological ensemble prediction systems is an effec-
tive and promising non-structural measure to help mitigate
flood risk in Milano urban area, synergic with the existing struc-
tural engineering works. A forecast horizon of two days is
required for an operational chain over the three basins, and
accurate quantitative forecasts are necessary at least one day
in advance, as already mentioned in Meneguzzo et al. (2004).

� No substantial differences have been found between the PILB
and MPS ensemble strategies. It appears that for convectively-
driven floods generated under weak-to-moderate synoptic
dynamic forcing during the warm season, to account for an
enhanced disparity in the IC/LBCs is an effective strategy to
avoid underdispersion when compared with a mixed physics
ensemble. However, note that an enhancement of the PILB
ensemble spread would not always be beneficial for flood fore-
casting purposes over small- and medium-size basins, since
more ensemble members would forecast rainfall amounts out-
side the basin boundaries, resulting in underproductions by
the HEPSs.

� No benefits are obtained by using more frequent unperturbed
LBCs in a mixed physics ensemble as this results in a decrease
of the ensemble spread.

Furthermore, the indistinguishable performance of PILB and
MPS, at least for the two case studies analysed, suggests that both
sources of uncertainty contribute similarly to produce adequate
levels of spread in the forecasts. This opens the opportunity to
explore mixed-type ensembles which merge both strategies,
although the optimal combination of PILB and MFS members is
an issue that deserves further research.

The EPSs have shown to be valuable when exceeding warning
thresholds and issue the correct alerts, even if discharges can be
far from observations. These limitations have arisen when dealing
with convective-scale forecasting despite of using ensemble
approaches. It remains as future work to test whether the applica-
tion of different model output statistics techniques to theWRF out-
puts can help to overcome these difficulties.
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