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Introduction

Droughts and floods are recurrent situations in Mediterranean
catchments. In this semiarid region, streams are characterized by
intermittent flows due to the irregularity of rainfall and the seasonal
temperature variability. In a large portion of the Mediterranean re-
gion, highly urbanized areas and population seasonality due to
tourism increase the water demands and at the same time the flood
risk. Periods of water scarcity alternate with periods of frequent
flooding that are becoming more severe under the influence of
climate change (Arnell 1999; IPCC 2014b; Lehner et al. 2006).

The management of water resources in these water-stressed areas
is therefore complex.

Floods are the most catastrophic natural hazard around the
world (Fonseca et al. 2018; ISDR 2009; Kron 2005). In the
Mediterranean region, according to the EM-DAT (2019) Disaster
Database, floods are around 30% of the natural disasters that
occurred in the twentieth century. On the other hand, droughts
are a cyclic phenomenon in the Mediterranean region. Their man-
agement is a challenge for water administrations, especially during
the summer season with its higher demand for water resources. The
vulnerability of the Mediterranean area to droughts and floods is
continually increasing due to the high economic dependency on
water resources and the possible consequences of climate change
(GECCC 2016; IPCC 2014a).

In this context, dams and reservoirs are essential elements
for providing protection against flooding and ensuring the water
supply year-round. The complexity of water resources and dam
management requires the integration of several disciplines (mete-
orology, hydrology, and hydraulics, among others) and a deep
knowledge of the system characteristics (catchment), inputs (rain-
fall), and outputs (demands). The use of realistic modeling that con-
siders all these factors can lead to more effective predictions and
more effective hazard mitigation.

At present, several modeling tools integrate two-dimensional
hydraulic modeling with distributed hydrological modeling (Anees
et al. 2017; Caro 2016; Cea et al. 2010; Kim et al. 2012; Roux et al.
2011; Viero et al. 2014; Yu and Duan 2017). Integrated or coupled
modeling can better represent the real hydrologic and hydraulic
processes than using these models independently. Nevertheless,
models depend on a large number of parameters (e.g., soil and land
characteristics and underground fluxes, among others) as well as on
expertise in their implementation for risk and water resources man-
agement applications. The calibration and use of these tools can be
complex because the number of the required parameters depends
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often on limited data or on data with inadequate quality, and are not
always directly physically measurable.

In this context, this paper first presents the results of the imple-
mentation and calibration of a coupled hydrological and hydraulic
model. This model was used as a tool to define and implement man-
agement strategies for the Boadella Dam, located in the upper part
of La Muga catchment (northeast of Spain). This model belongs to
a series of methods developed under the Forecasting and Manage-
ment of Flood Risk in the Pyrenees-Mediterranean Euroregion
(PGRI-EPM) project for the operational management of reservoirs
in the region (Roux et al. 2020; Sanz-Ramos et al. 2018). The de-
signed management method is mainly based on modeling in a cas-
cade of the involved processes (short-term precipitation forecast
and coupled hydrologic and hydraulic processes). The objective
is to minimize the flood risk and at the same time maximize the
preservation of water resources during the management of extreme
events.

The main factors that influence flood generation are related to
the rainfall characteristics and the physical and hydrological char-
acteristics of the catchment. The losses, mainly by infiltration and
interception, are a determining factor in the rainfall-runoff transfor-
mation process. One of the most extended methods for losses
estimation is the Soil Conservation Service curve number method
(SCS-CN) (NRCS 2004), also referred to as the NRCS-CN method
after the Soil Conservation Service was renamed the Natural
Resources Conservation Service. The fact that it requires only
one parameter for modeling losses has contributed to its success.
In the NRCS-CN method, the curve number (CN) parameter,
although not physically based, is a quantitative descriptor that
embodies the complex physical characteristics of the soil type,
antecedent soil moisture conditions (AMC), and land use and cover
(LULC) in a catchment. Hence, a proper choice of the CN value is
essential to achieve realistic rainfall-runoff simulations.

The determination of the AMC and thus of the CN value can be
improved with the use of remote sensing techniques. These tech-
niques provide spatially distributed retrievals for a wide variety of

hydrological parameters (Estévez et al. 2014; Marti-Cardona et al.
2013, 2010; Ramos-Fuertes et al. 2013; Torres-Batlló et al. 2019;
Wu et al. 2018), including surface soil moisture (SM). Also, remote
sensing is a powerful tool for the observation of the hydrological
processes and a relevant source of information for the calibration
of numerical models describing such processes (Li et al. 2019;
Ramos-Fuertes et al. 2013). The hydrological modeling community
is progressively benefiting from the incorporation of spatial soil
moisture measurements, with a varied degree of success (Brocca
et al. 2017). Remote sensing has been used for indirect estimation
of the CN value by obtaining land-use information from satellite
images (Tirkey et al. 2014), but also for the adjustment of loss
parameters (Silvestro et al. 2015). Rajib et al. (2016) explored the
usage of spatially distributed remotely sensed soil moisture in the
calibration of a hydrological model.

Against this background, this work aims at showing the rel-
evance of remote-sensed soil moisture data for the CN estimation
within a coupled distributed hydrologic-hydraulic model procedure
oriented at water reservoir management. This main objective is
achieved through three secondary goals applied on a case study:
(1) set up and calibration of the hydrological model; (2) analysis
of the variability of the CN within several registered events; and (3)
identification of a relationship between the calibrated CN values
and the estimated SM data from EO. The application of this tech-
nique in the study case is intended to provide better information for
integrated flood risk and water resources management in continu-
ous modeling.

Study Area

Site and Catchment Characteristics

LaMuga is a cross-border basin of 961 km2 located at the northeast
of Catalonia (northeast Spain) that drains from the southeast
Pyrenees to the Mediterranean Sea [Fig. 1(a)]. The basin is partially
regulated by the Boadella Dam (182 km2), at the upper part of the

Fig. 1. Location and characteristics of the study area: (a) topography of La Muga Basin, extension of the study area, and location of the Boadella Dam
and rain gauge station [reprinted from ICGC 2020, licensed under Creative Commons Attribution 4.0 International (CC-BY 4.0), https://
creativecommons.org/licenses/by/4.0/]; and (b) land-use map of the study area (data from EEA 2007).
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catchment, with 62 hm3 of storage and a regulating capacity of
15 hm3. The basin, which includes some highly developed tourist
areas at its lower part (Costa Brava), is highly vulnerable to drought
due to excessive water demand (agriculture and human consump-
tion) and flooding (ACA 2007).

The topography of the study area ranges from mountains to
lowlands [Fig. 1(a)], and the rainfall regime in the catchment is sig-
nificantly influenced by the Mediterranean Sea. The average annual
rainfall ranges from 550 mm near the coast to 1,200 mm in the upper
part. Heavy rainfall episodes tend to concentrate in late summer,
autumn, and spring, lasting from several hours up to a few days.
The variable rainfall frequency and long dry periods cause the area
to suffer from severe water scarcity (Llasat and Rodriguez 1992;
Martín-Vide 1994).

This work focuses on the upper part of La Muga basin, upstream
of the Boadella Dam, where there is a single rainfall gauge and one
water-level gauge [Fig. 1(a)]. The study area has an extension of
181 km2 and is mainly characterized by large-forest coverage
(above 90%) [Fig. 1(b)], low permeability, and low ground storage
capacity (ACA 2007). The reservoir is included in the hydrological
analysis and modeling, and it has been calibrated with the measures
of water level and their variations during extreme rainfall events.

Data Set

Rainfall and Water Level
A detailed analysis of extreme rainfall events was performed within
the PGRI-EPM project (Sanz-Ramos et al. 2018), through which
more than 60 significant rainfall episodes registered during the last
100 years were evaluated. From the results of that analysis, five
extreme rainfall events were selected for calibration of the proposed
model (Table 1). The selected events, which occurred between

March 2011 and March 2015, are labeled with the starting date
and the duration in days. The selected episodes have all mean rain-
fall intensities above 20 mm=h in 5 min and total precipitation
volumes over 120 mm in periods between 2 and 4 days.

The data of precipitation and water level in the reservoir were
provided by the Servei Meteorològic de Catalunya (SMC) and
Agència Catalana de l’Aigua (ACA), respectively. They consisted
of 5-min hyetographs recorded at the Boadella Dam station, rasters
of 1 × 1 km spatially distributed hourly rainfall derived from radar
(Bech et al. 2005; Corral et al. 2009), and the evolution of the water
level in the reservoir (5-min resolution).

Digital Terrain Model and Land Uses
Topographical data were derived from a high-resolution 2 × 2 m
digital terrain model (DTM) provided by the Institut Cartogràfic
i Geològic de Catalunya (ICGC). The DTM includes the bathym-
etry of the reservoir above 145.0 meters above the sea level (m.a.s.l.)
(below the minimum water level during the events).

Land-use data obtained from the CORINE project (EEA 2007)
were used for the implementation of the surface roughness coeffi-
cient (n Manning coefficient). Additional details regarding these
data can be found in Table 2.

Soil Moisture Data
Soil moisture data were obtained from the European Space Agency
Climate Change Initiative for Soil Moisture (ESA CCI SM) (Liu
et al. 2011, 2012; Wagner et al. 2012). The combined product
version 4.2 (Chung et al. 2018) was obtained for the periods cover-
ing the selected rainfall events and for some days prior to their on-
set, with a maximum of 50 days. The product consists of daily
rasters of volumetric soil moisture for the soil’s top 20 mm. The
rasters are provided with a spatial resolution of 0.25°, which for
the study area corresponds to approximately 27.5 km.

Table 1. Extreme rainfall events registered in the study area used for the model calibration

Event ID Date Season Source of data

Total rainfall
depth (mm)

Maximum intensity

Values per mm=5-min Values per mm=h

rg ra rgb rc

20110313_4d March 2011 Spring rg 127 — 62 —
20130304_3d March 2013 Spring rg 181 — 30 —
20131116_3d November 2013 Autumn rg, r 123 98 54 9
20141129_2d November 2014 Autumn rg, r 151 132 61 13
20150320_3d March 2015 Spring rg, r 197 77 67 9

Note: rg = rain gauge; and r = for radar images for rainfall information sources.
aCumulated rainfall for the study area.
bIntensity registered in 5 min at the rain gauge.
cIntensity registered in the study area.

Table 2. Summary of the data used for the upper La Muga subcatchment study case

Data type Characteristics Source Data description

Digital terrain
model

2 × 2 m ASCII raster file Institut Cartogràfic i Geològic de
Catalunya (ICGC 2020)

Elevation data based on light detection and
ranging (LIDAR) (RMSE of 0.15 m)

Land uses Shapefile converted into 2 × 2 m
ASCII raster file

CORINE Land Cover project (EEA 2007) Land uses classification and spatial
representation for the year 2012

Soil moisture 0. 25°s patial resolution European Space Agency Climate Change
Initiative for Soil Moisture (ESA CCI SM)

ESA CCI SM

Precipitation Rainfall intensities Agència Catalana de l’Aigua (ACA) and
Servei Meteorològic de Catalunya (SMC)

Rainfall intensities from 5-min rain gauge
(hyetograph) and 1-h radar (1 × 1 km ASCII
raster file)

Dam outlet/water
level

Discharges and water level Agència Catalana de l’Aigua (ACA) 5-min series of the outlet hydrograph and the
water level in the reservoir

© ASCE 05020022-3 J. Hydrol. Eng.
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La Muga catchment is encompassed by two resolution cells of
the ESA CCI SM product. In this case, 85 % of the catchment area
overlays a raster cell entirely located on the southern Pyrenees, and
the remaining 15 % falls within a cell mainly covering the northern
Pyrenean side. Moisture data from both cells exhibit a markedly
distinctive behavior, as expected from the different precipitation
regimes on either side of the mountain range. Because the study
catchment belongs to the southern Pyrenees, only the ESA CCI
SM moisture records from the southern cell were used, assuming
that they would better represent the catchment moisture status than
a weighted average of both cells.

Methods

The cascade workflow presented herein is as follows: (1) building
up a coupled hydrological-hydraulic numerical model balancing
the computational cost and the results’ accuracy; (2) calibrating the
numerical model (CN and n) with onsite data, first with rain gauges
and then fine-tuning with radar data; and (3) relating the CN values
with EO data (SM) aiming to obtain the information needed to con-
tinuously support the numerical model for the reservoir manage-
ment in future events.

Numerical Model

The coupled distributed hydrological and hydraulic numerical tool
Iber (Bladé et al. 2014b; Cea and Bladé 2015) was used for both
rainfall-runoff transformation and flow characterization. Iber is
based on the dynamic wave solution of the shallow water equations
(SWE) with the finite-volume method (Cea et al. 2016; Toro 2009),
and it includes a specific numerical scheme for overland flow
named decoupled hydrologic discretization (DHD) (Cea and Bladé
2015). After it was released in 2010, Iber has undergone several
improvements. These enhancements allow the model to consider
precipitation and losses varying in time and space and improved
mesh definition for very shallow flows (i.e., a fill-sinks option)
(Bladé et al. 2014a; Caro 2016; Cea et al. 2015; Cea and Bladé
2015; Juárez et al. 2014).

Additionally, Iber implements a specific drying method for
hydrological computations, which handle the transition from wet
to dry conditions, and vice versa. Briefly, a wet-dry limit (εwd)
is used to define the water depth threshold below which a cell
is considered to be dry. For drying cells, the scheme uses an

adaptation to finite-volume numerical schemes of the method used
in LISFLOOD (Bates and De Roo 2000) in order to guarantee mass
conservation. This method reduces numerical instabilities during
simulation and ensures that all mesh cells have a zero or positive
depth.

Model Setup

The study area was spatially discretized using an irregular triangu-
lar mesh of approximately 50,000 elements of area from 150 m2 (in
rivers) up to 200,000 m2 (in hill slopes) (Fig. 2). This discretization
is a compromise between accuracy of the results and computational
time. The DTM was treated using a fill-sinks algorithm, based on
the algorithm proposed by Wang and Liu (2006), to ensure a good
definition of the flow path removing unreal depressions (Fig. 2).
The DHD scheme was used with a wet-dry limit threshold of
10−4 m.

The current setup configuration allowed the simulation of events
that last from 2 to 4 days with a computational time between 1 and
3 h using one CPU core (i7 fourth generation to 3.5 GHz). It is
worth mentioning that since the end of the project, there have been
substantial improvements in the computational time of Iber by us-
ing graphics processing unit (GPU) computing techniques (García-
Feal et al. 2018). With this novelty, the presented simulations
would run in about 1 min, achieving speed up of up to 100.

There is only one initial condition imposed to the model, which
is the water level in the reservoir at the beginning of the simulation
events. The river was assumed to be dry at the beginning of the
simulations, which is an acceptable assumption because normal
discharges are negligible when compared with flood discharges. No
boundary conditions were imposed because there are no streams
flowing into the study area. Rainfall intensities were applied on
the corresponding mesh element. Manning coefficients (n) were
associated with each element based on their land use according to
the CORINE map (EEA 2007) [Fig. 1(b)].

The NRCS-CN method was used to evaluate the losses in the
rainfall-runoff process. For its application, the initial abstraction
(Ia) was linked to the soil potential retention (S) through a 0.2 fac-
tor (Ia ¼ 0.2 · S) as proposed by USDA (1986) and Ponce and
Hawkins (1996). Due to the homogeneity of land uses, soil type,
and AMC conditions in the study site, where over 90% of the area
corresponds to forest coverage [Fig. 1(b)], a single value of CN was
used for the whole basin. The value of CN was later adjusted within
the calibration process.

Fig. 2. Computational mesh of the study area.
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Relating CN to Earth Observation Soil Moisture Data

ESACCI SM data provide information of the soil moisture in the top
20-mm layer of the soil. These measurements are well-correlated
with previous rainfall days but might not be representative of the
AMC, which have a relevant influence on the CN value. In this study,
it was assumed that the evolution of daily surface moisture over sev-
eral days before the onset of the rainfall event could inform of the
water content in deeper soil layers, and hence it could be used as a
proxy of the AMC and CN. In order to explore this relationship,
daily SM values were averaged for periods ranging from 2 to 40 days
before the beginning of the analyzed rainfall event. Then, a corre-
lation between the averaged SM and the calibrated CN values was
established.

Results and Discussion

Hydrological Modeling and Calibration Strategy

The purpose of the calibration process is the adjustment of the
values of CN and the terrain roughness (n). The CN mainly influ-
ences on the mass balance of the whole event, whereas the n co-
efficient is expected to have an effect on the water front propagation
and water elevation evolution.

A sensitivity analysis of the Manning’s roughness coefficient
was carried out. The reference values for the n coefficients were
determined following the recommendations from the USGS guide
(Arcement and Schneider 1989). A 0.11 value of nwas assumed for
the dense-forest land use that represents around 75% of the study
area [Fig. 1(b)]. As a result of the analysis, no significant influence
on the model response in terms of water front and water elevation in
the reservoir was observed under n variations in a range of �20%.
Hence, it is assumed that CN is the main calibration parameter.
Results obtained by using the dense-forest land-use data for the
n sensitivity analysis are shown in Fig. 3.

The CN was adjusted during calibration process to properly
represent the evolution of the water stored in the reservoir during
the events. For events 20110313_4d and 20130304_3d, rain data
were available only from the rain gauge source. For events
20131116_3d, 20141129_2d, and 20150320_3d, data from both
rain gauges and radar were available and used in the calibration

process. For these last three events, the gauge data are used for a
first estimation of the CN value and what the authors called CNrg.
This value of CN was later fine-tuned with the radar information,
calling it CNr.

Table 3 indicates the CN value that best fit for all five events
taking into account each data source. A seasonal trend could be
inferred from these values, with higher values of CN during spring
and moderate during autumn, although the number of events is not
large enough to take more quantitative conclusions of seasonal
variations.

In the study area, there are two alternative sources of informa-
tion for the CN values: CEDEX (2003) and ACA (2019). Both are
georeferenced databases available online and provide values of the
initial abstraction from which the value of CN can be derived.
According to CEDEX, the mean CN value for the study area is
64.9� 7.6 standard deviation, whereas according to ACA, it is
62.0� 12.8 under so-called normal catchment conditions (neither
wet nor dry). If possible variations due to AMC are considered ac-
cording to NRCS (2004), the CN values can be updated and varies
in a range from 44.5 to 81.1 (initial CN from CEDEX database) and
from 41.5 to 79.1 from ACA information. Thus, the CN values ob-
tained from the calibration process for this study area and rainfall
events are within the limits of values that would be obtained from
these data provided by the public administration. However, the CN
values provided by the mentioned public entities may be based on
an outdated topographic base (Campón et al. 2015). Thus, the val-
ues that can be obtained by an ad hoc calibration using hydrological
models and real rainfall data should generally provide more
representative values of CN.

Table 4 presents the total cumulated rainfall and the effective rain-
fall for each event from rain gauge data and radar data. For the events

Fig. 3. Sensibility analysis for the Manning coefficient (n) associated with forest-dense land use: water-level evolution for the events 20130304_3d
and 20150320_3d.

Table 3. CN values resulting from the calibration process

Event Season CNrg CNr CNselected

20110313_4d Spring 94 —a 94
20130304_3d Spring 81 —a 81
20131116_3d Autumn 50 55 55
20141129_2d Autumn 60 65 65
20150320_3d Spring 50 85 85
aNo data available in this format.
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20131116_3d, 20141129_2d, and 20150320_3d, with radar data set
available, significant differences between the effective rainfall de-
rived from gauge data and from radar were observed. The gauge sta-
tion registered higher cumulative rainfall than values obtained from
the radar source. Thus, in general, the estimated CNrg is smaller than
the CNr in order to reach the same water level in the reservoir. For
events 20131116_3d and 20141129_2d, the differences between this
two CN values can be considered reasonable. However, for the event
20150320_3d, this difference is significant (Table 3). Regarding this,
it can be hypothesized that there may have been a highly non-
uniformly distributed rainfall. The gauge station probably registered
high intensities locally concentrated around the gauge’s location,
which were not representative of the global rain pattern in the catch-
ment during the event. This situation can be corroborated from radar
data, which are analyzed subsequently.

The total rainfall cumulated at the end of the events
20131116_3d, 20141129_2d, and 20150320_3d is also represented
in Fig. 4. The nonuniformity is easily observable in the rainfall spa-
tial distribution recorded by the radar. For the event 20131116_3d,
the maximum cumulated precipitation registered by the gauge
(123 mm) is close to the radar maximum (120 mm). However, this
value is observed only locally at the south of the study area, and the
average rain depth is lower for the radar source than from the gauge
source. For this reason, the CNr is higher than the CNrg. For the
event 20141129_2d, the distribution of radar rainfall shows high

accumulations at the east part of the study area (205 mm). However,
the average values from gauge and radar are very similar (slightly
higher for the rain gauge). Thus, the CNr for this event is also
slightly higher than CNrg. Finally, for the event 20150320_3d,
the differences are the largest. In this case, the cumulated rainfall
from the rain gauge source is 200 mm whereas the radar does not
exceed 80 mm (average value). As mentioned previously, a high
local rainfall was registered by the rainfall station, which is not
representative of the rainfall pattern in the basin, which in turn
could explain the large differences between the CNrg and the CNr.

Based on what has been observed so far, the calibration process
therefore focused on the adjustment of the CN value. The CNs
finally selected by event indicated in Table 3 were a combination
of the calibration process according to the best statistical fitting
(Table 5). Thus, the CNs value derived from the calibration process
(CNselected) range between 55 and 94 (Table 3).

For the assessment of the fitting between observed and simu-
lated results (water level at the dam) several indicators were used:
mean absolute error (MAE), root-mean square error (RMSE), and
Nash-Sutcliffe model efficiency coefficient (NSE) (Nash and
Sutcliffe 1970). Table 5 summarizes the performance of the model
for both rainfall data sources by event. In general, the simulations
performed from radar (r) source data produce a better fit than
those obtained with the gauge (rg) data in terms of water front
evolution. This statement can be seen in Table 5 through the

Table 4. Cumulated and effective rainfall using the selected CN (Table 3)
at the end of the event

Event

Total rainfall
(mm)

Effective rainfall
(mm)

rg r rg r

20110313_4d 127 —a 109 —a

20130304_3d 181 —a 125 —a

20131116_3d 123 98.3 16 12
20141129_2d 151 132.3 59 49
20150320_3d 197 76.7 152 41
aNo data available on this format.

Fig. 4. Representation of (a) nondistributed (triangle is the rain gauge localization); and (b) distributed rainfall records for events 20131116_3d,
20141129_2d, and 20150320_3d.

Table 5. Model performance between observed and simulated flow and
water balance using the corresponding CN for each rain source

Event

MAE (m) RMSE (m) NSE

Gauge Radar Gauge Radar Gauge Radar

20110313_4d 0.735 —a 0.873 —a —b —a

20130304_3d 0.261 —a 0.389 —a 0.987 —a

20131116_3d 0.193 0.152 0.209 0.172 0.637 0.754
20141129_2d 0.770 0.371 0.948 0.532 0.518 0.848
20150320_3d 0.383 0.242 0.432 0.260 0.861 0.941
aNo data available on this format.
bStatistic not applicable due to lack of data.
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smallest mean differences (MAE and RMSE) and highest values
of NSE.

Fig. 5 shows the performance of the model for both rain
sources with the selected CN value. Events 20110313_4d and
20130304_3d, calibrated with rain gauge data, show in general
a good performance. The modeled water level rise in the reservoir
is slightly delayed with respect to the observed data, and the water
level at the end of the event was slightly higher than the observed
one. A slightly overestimation of the water level was observed at
the end of events 20131116_3d and 20141129_2d. For the event
20150320_3d instead, the water level obtained from the rain gauge
data rapidly increase exceeding the capacity of the reservoir
(160 m.a.s.l.), far from the prediction made with radar data. Regard-
ing the inconsistencies using gauge data in this last analyzed event,
the authors refer to the nonuniform spatial distribution of the rain-
fall that may explain this result, as was previously explained.

It can be seen then that the availability of radar rainfall data
can help to improve the hydrological model results because timely
rainfall measurements provided by a rainfall station might be not
enough representative of the complex spatial rainfall variation at the
catchment scale. Moreover, rainfall data obtained from radar have a
much higher spatial resolution (1 km2 in this case), which allow a
better spatial representation when modeling.

Tables 6 and 7 provide the results of the mass balance in the
reservoir through the differences between observed data and sim-
ulation results for the gauge station and radar data, respectively. The
differences in water level (WLstart and WLend) and stored volume
(Vstart and Vend) at the start and end of the simulation period are
shown for all the events. In general, good agreement between both
observed and simulated results for the simulations performed with
either data from the station or radar sources are observed. However,
a significant difference is predicted for the event 20150320_3d. For
this last event, a 252% difference in stored volume can be observed
from the simulations carried out using gauge data. As previously
hypothesized, significant differences observed using rain gauge data
could be generated due to high localized rainfall near the gauge
location.

For event 20110313_4d, the obtained CN value is close to the
highest value of the parameter, which would imply that the losses
are minimal. This unusually high value can be explained by two
possible reasons: (1) the limitations of working with only one
gauge, and (2) possible errors in the water-level records in the res-
ervoir (the water evolution during the days before the event or the
lack of data). With respect to the first cause suggested, from the
Fig. 5 (Event 20110313_4d, dotted line) the water level in the res-
ervoir increases during the first period although there is no rainfall
registered by the gauge. This means that either it could have rained
heavily during the previous days or there was rain in some parts of
the basin that was not registered by the gauge. Additionally, some
errors (lack of data and sudden steps) were detected on the water-
level records registered in the reservoir. The initial water level was
151 m (constant value during the first 3 h of the simulation period),
but after 10 min, it increased to 152 m. This difference means
2.67 hm3 in terms of water volume in the reservoir, which is around
12% of the volume stored during the event. These considerations
are presented here as possible reasons that explain the high value
for the CN calibrated for this episode.

On the other hand, the estimated CN for the event 20130304_3d
is 81, also using rain gauge data. As shown in Fig. 5, the delay in
the arrival time of the water front into the reservoir is approximately
10 h, but there is a good adjustment in terms of water levels after
that. For the mentioned episode, the difference in water level in the
reservoir at the end of the episode is lower than 0.03 m.

Relationship between Earth Observation–Based Soil
Moisture Data and Curve Number

Fig. 6 illustrates the relationship between the five calibrated CNs
and the daily EO surface moisture values averaged for different
periods prior to the five rainfall events. For clarity, not all analyzed
periods are represented in Fig. 6. As the number of averaged days
approaches 16, the relationship between CN and averaged SM con-
verges to a clear linear trend.

Fig. 7 depicts the squared linear correlation coefficient between
CN and averaged surface moisture for all analyzed averaging peri-
ods and rainfall events. The best fit is achieved when 16 days prior
to the rainfall onset are averaged, yielding a high R2 value of 0.96.
The clear consistency in the correlation coefficient changes as the
antecedent period is varied reinforces the validity of this result.

The presented relationship between CN and EO based on sur-
face moisture has been obtained for five rainfall events modeled in
the small Boadella Reservoir catchment. Despite the limited repre-
sentativeness of the presented case, the quality and consistency of
the relationship strongly suggests the potential of EO data to pro-
vide updated estimates of the CN value. The accuracy in the esti-
mation of this parameter has crucial implications in the volumes of
runoff predicted by hydrological models, and, hence, in the flood
prevention measures taken by water resources managers.

Discussion: Impact of Flooding and Potential Benefits
of Merging Remote Sensing Data in Water Resources
Management Decision Support Systems

Among the five events presented herein, the events 20110313_4d
and 20130304_3d were the ones that caused more flood damages
from an economic point of view. The economic evaluation of the
flood risk associated to the released discharges, and of the water
resources lost or preserved after the extreme rainfall episodes,
are part of the outputs of the system developed under the PGRI-
EPM project for the operational management of reservoirs in the
region (Sanz-Ramos et al. 2018). The application of management
measures obtained as outputs from the system for the aforemen-
tioned events would have significant benefits in minimizing the
flood risk and maximizing the preservation of water resources.
For 20110313_4d for instance, the damages to property would have
been reduced by 15%, expected injury by 62%, and expected fatal-
ities by 48%, and a volume of 0.9 hm3 of water released from the
reservoir would have been preserved. These values represent a re-
duction of the episode impact of approximately 3.3 million Eur.
For 20130304_3d, material damages would have been reduced by
28%, injury by 81%, expected fatalities by 58%, and 0.2 hm3 of
preserved water volume. In this last case, the reduction of the im-
pact would have been around 2.9 million Eur (Bladé et al. 2018).

EO data represent a valuable source of information for hydro-
logic purposes and for water resources management, in general,
through mapping water resources and monitoring hydrological
parameters. Remote sensing techniques contribute to management
systems modeling by providing updated estimates of different
parameters, which can significantly improve the efficiency of such
models and their robustness for forecasting. In this case, attention is
focused on the benefits that can be obtained in water management
modeling through the updated assessment of the CN value after the
consideration of remotely sensed soil moisture information as de-
scribed in previous section.

Once the numerical model is calibrated, the final system is
supported up with only two sets of data: quantitative precipitation
forecasts and soil moisture from EO. The model is executed con-
tinuously, updating the inputs with the last available ESA CCI SM
data and precipitation forecasts (Roux et al. 2020). Threshold alerts

© ASCE 05020022-7 J. Hydrol. Eng.

 J. Hydrol. Eng., 2020, 25(9): 05020022 

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

H
on

g 
K

on
g 

U
ni

ve
rs

ity
 o

f 
Sc

i a
nd

 T
ec

h 
(H

K
U

ST
) 

on
 0

6/
23

/2
0.

 C
op

yr
ig

ht
 A

SC
E

. F
or

 p
er

so
na

l u
se

 o
nl

y;
 a

ll 
ri

gh
ts

 r
es

er
ve

d.



Fig. 5. Evolution of the water level in the Boadella Reservoir (dam point-check) for the observed data (dotted line) and simulations (rain gauge:
dashed line and radar: continuous line) using the selected CN.

© ASCE 05020022-8 J. Hydrol. Eng.

 J. Hydrol. Eng., 2020, 25(9): 05020022 

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

H
on

g 
K

on
g 

U
ni

ve
rs

ity
 o

f 
Sc

i a
nd

 T
ec

h 
(H

K
U

ST
) 

on
 0

6/
23

/2
0.

 C
op

yr
ig

ht
 A

SC
E

. F
or

 p
er

so
na

l u
se

 o
nl

y;
 a

ll 
ri

gh
ts

 r
es

er
ve

d.



and pre-established dam operation protocols are included in the
model, although the protocols can also be manually adjusted for
the assessment of different operations of the dam outflow systems.

Conclusions

Onsite and EO data were used for the calibration of the NRCS-CN
parameter of an eastern Pyrenees basin because it is the most im-
portant parameter of the hydrological model when correctly assess-
ing water balance so as to evaluate the basin hydrologic response.
The model developed for this purpose consists of a coupled fully
distributed hydrological and hydraulic model, which constitutes the
central core of an operational system for the Boadella Reservoir
management. The main aim of the operational system is the pre-
diction of flood risk and final water resources estimates associated
to a forecasted extreme rainfall. The use of a distributed model in-
tegrating hydraulics and hydrology has been proven to be a robust
tool so as to obtain in a single simulation, results of water resources
(discharges and reservoir volumes), and flood hazard (depths and
velocities).

Solid correlations were found between the estimated moisture
data and the CN value obtained through numerical modeling forced
by ground data, suggesting the potential of available remote sens-
ing data for the updating of the CN values in continuous hydrolog-
ical models. The optimal averaging period for the SM was, for the
present case, 16 days. It would be valuable to check the validity of
this period in other basins, which is proposed for future work.

The relationship between CN and EO based on surface moisture
has been obtained for five rainfall events modeled in the small
Boadella Reservoir catchment. The accuracy in the estimation of
the CN parameter strongly affects the volumes of runoff simulated
by the hydrological model and, consequently, the flood-mitigation
measures informed by those.

Thanks to the SM-CN relationship, the information needed to
continuously support the operational system for the reservoir man-
agement has been reduced to two sets of data: observed meteoro-
logical data in raster format, and the observed soil moisture. The
consistency of the achieved SM-CN relationship strongly suggests
the potential of EO data to provide updated estimates of the CN.

The present results of the application to the case study suggest
the usefulness of incorporating remotely sensed proxies. This work
is a step toward physical descriptors of soils based on remote

Fig. 6. Scatter plot of CNs calibrated for five events versus Earth
observation–based soil moisture measurements averaged for different
antecedent number of days.

Fig. 7. R2 coefficient of the linear correlation between the calibrated
CNs and the Earth observation–based soil moisture averaged for dif-
ferent antecedent periods.

Table 6. Mass balance at the end of the rainfall event using gauge station data and the selected CN (Table 3)

Event

Gauge

WLstart (m) WLend (m) Vstart (hm3) Vend (hm3) ΔV (sim) ΔV (obs) Difference (hm3) Difference (%)

20110313_4d 151 158 36.9 60.2 23.3 22.2 1.1 4.9
20130304_3d 147 156 26.7 51.8 25.1 25.2 0.1 0.4
20131116_3d 151 152 37.0 40.2 3.23 3.07 0.16 5.2
20141129_2d 149 152 31.1 41.2 10.1 10.0 0.1 1.0
20150320_3d 155 163 48.5 80.2 31.7 9.0 22.7 252

Note: obs = observed; and sim = simulated.

Table 7. Mass balance at the end of the rainfall event using radar data and the selected CN (Table 3)

Event

Radar

WLstart (m) WLend (m) Vstart (hm3) Vend (hm3) ΔV (sim) ΔV (obs) Difference (hm3) Difference (%)

20131116_3d 151 152 37.0 40.2 3.23 3.07 0.16 5.2
20141129_2d 149 152 31.1 41.0 9.87 10.0 −0.14 −1.4
20150320_3d 155 157 48.5 56.8 8.24 8.95 −0.71 −7.9
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sensing and its integration in water resources management and
flood forecasting systems, thus providing a beneficial direction
for future work on optimized management strategies.

Data Availability Statement

The data used during the study, and provided by a third party are
listed below:
• Precipitation data (Table 2), generated by Servei Meterològic

de Catalunya (https://meteo.cat), were provided by Agència
Catalana de l’Aigua (http://aca.gencat.cat/ca/inici) within the
PGRI-EPM project.

• Dam outlet and water-level data (Table 2) were provided by
Agència Catalana de l’Aigua (http://aca.gencat.cat/ca/inici)
within the PGRI-EPM project.
Direct requests for these materials may be made to the provider.
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