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Abstract

The western Mediterranean is a very cyclogenetic area and many of the cy-
clones developed over that region are associated with high impact weather
phenomena that affect the society of the coastal countries. In order to im-
prove the short and mid-range numerical forecasts of cyclones, ensemble pre-
diction systems based on perturbed initial and boundary conditions are being
designed. A potential vorticity inversion technique is used to perturb the ini-
tial state and boundary forcing of a mesoscale model. These simulations are
performed with the MM5 mesoscale model nested in the ECMWF forecast
large-scale fields, which provides results at 22.5 km resolution for a two-day
period over the western Mediterranean countries.

In an attempt to introduce realistic perturbations in the ensemble prediction
system, a PV error climatology (PVEC) is derived. This climatology allows to
perturb the ECMWF forecast PV fields using the appropriated error range.
The PVEC is calculated using a large collection of MEDEX cyclones, and
provides the displacement and intensity error of the PV fields in the study
region. Analytical functions have been fitted to model the error statistics
(percentile levels of displacement and intensity errors) as function of pressure
level and PV value. This PVEC is used to implement the above mentioned
ensemble system by randomly perturbing the fields. Preliminary results show
precipitation fields of realistic variability.






Chapter 1

Introduction

The Mediterranean climate is characterized by moist mild winter and dry hot
summer. A notorious characteristic of this climate is an autumn season with
torrential rainfall following a drought period of various months. These heavy
rain events have a high impact in the society due to floods and economical
losses. So, a primary objective in the Mediterranean region is to improve the
prediction of these events to prevent or reduce the damages.

Figure 1.1. The western Mediterranean area

The western Mediterranean (Fig. 1.1) is a very cyclogenetic area and several
studies have established a connection between heavy rainfall and cyclones
over this region (Jansa et al., 2001). A good knowledge of the Mediterranean
cyclogenesis! related to rain systems is thus needed.

!Cyclogenesis: birth and development of a cyclone
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Some examples of cyclones associated to heavy rain events are:

— shallow weak disturbances with a warm core over land masses of ther-
mal origin (Romero et al., 2001),

— shallow weak lows with a warm core over the sea at the lee of important
mountain ranges, linked to the orographic effect on the atmospheric
flow (Romero et al., 2000), and

— baroclinic systems with great vertical amplitude (Homar et al., 2002),
developed along frontal zones under the intrusion in the Mediterranean
region of an upper-level through.

In addition to understanding the Mediterranean cyclogenesis, a prediction
system with good performance is also needed. In order to achieve this goal,
a dynamical and statistical technique based on numerical simulations and
post-processed forecast fields (probabilistic strategy) is applied in this master
thesis. In other regions of the world, probabilistic forecasting systems have
been successfully applied with even better detection skill of extreme events
than the traditional deterministic forecasting.

The probabilistic forecasting is applied through an ensemble prediction sys-
tem based on perturbed initial and boundary conditions. The numerical sim-
ulations are performed with the MM5 mesoscale model and the used data
comes from the ECMWE? forecast large-scale fields.

In order to introduce realistic perturbations in the ensemble prediction sys-
tem, a potential vorticity error climatology is calculated. This climatology
provides the displacement and intensity error of the potential vorticity field
in the Mediterranean region.

The potential vorticity error climatology is based on a large collection of
MEDEX cyclones. The Mediterranean Experiment on Cyclones that produce
High Impact Weather in the Mediterranean, MEDEX, is an European project
designed to contribute to the better understanding and short-range forecas-
ting of high impact weather events in the Mediterranean, mainly heavy rain
and strong winds, and is focused on Mediterranean cyclones that produce
high impact weather.

This masters final thesis is developed in the framework of PRECIOSO, a
Spanish project devoted to improve the short and mid-range numerical fore-
casts of cyclones.

2ECMWF as European Centre for Medium-Range Weather Forecasts
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Some of the main objectives of PRECIOSO are:

— Design of dynamical techniques for weather forecasting based on the
generation of mesoscale ensembles using the nonhydrostatic MM5 model
under varying physical parameterizations and initial conditions.

— Design of statistical techniques for the postprocess of meteorological
numerical outputs in order to obtain improved precipitations fields (su-
perensemble method, analogue procedure and neuronal network).

— Operational (daily) implementation of the above techniques.

This study is organized as follows: chapter 2 provides a description of rele-
vant concepts for the formulation of this work. In the same chapter, the MM5H
numerical model is described. In chapter 3 the potential vorticity error clima-
tology is developed. Chapter 4 describes its application to a Mediterranean
cyclogenesis event, and in chapter 5 the study conclusions and further work
are discussed.






Chapter 2

Previous Concepts and
meteorological tools

2.1 Potential Vorticity Thinking

Mainly owning to historical issues, the use of pressure as the vertical coor-
dinate to describe the atmosphere is the most common, but is not the only
one. Other vertical coordinates obtained combining various variables have
more useful properties, but can be less intuitive. The potential temperature,
6, is one of this variables and represents the temperature that would acquire
a parcel of air at pressure p if adiabatically brought to a standard refer-
ence pressure pg, usually 1000 hPa. Therefore the potential temperature is
conserved for all dry adiabatic processes and is given by

ezT(@)CRp , (2.1)

p

where T is the current temperature of the parcel, R is the gas constant of
air, and C, is the specific heat capacity at a constant pressure. A coordi-
nate system in which potential temperature is used as vertical coordinate
is referred to as an isentropic coordinate system, because contours of equal
potential temperature are characterized by equal amounts of specific entropy.
Isentropic coordinates are useful because as a first approximation the atmos-
pheric motion is adiabatic, the vertical motion can be shown explicitly in
a quasi-horizontal isentropic chart, and the isentropic flow presents a truer
picture of the three-dimensional air motion than isobaric surfaces. On the
other hand, the atmosphere is not completely adiabatic, especially in the
boundary layer and in the vicinity of strong vertical mixing or convection,
the isentropic surfaces may intersect the ground, and the meteorologists are
unaccustomed to interpreting isentropic weather maps (Carlson, 1991).

7
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The possible advantages of using isentropic coordinates instead of isobaric
coordinates lead to search a different approach in the atmosphere diagnostic
framework. The desire to develop a formalism in terms of conserved quantities
that carry relevant dynamical information of the system raises. The vorticity
is a microscopic measure of rotation in a fluid that can be conserved is some
atmospheric situation. Thus, vorticity would be used as the first guess to
develop this new formalism.

In general, the dynamic meteorology is only concerned with the vertical com-
ponents of absolute and relativity vorticity, given by the curl of the absolute
and relative velocity, respectively:

n=h -Vx U, (2.2)

C=k VXU . (2.3)

The vertical component of relative vorticity ¢ is highly correlated with synop-
tic scale weather disturbances. In fact, large positive ( tends to occur in asso-
ciation with cyclonic storms in Northern Hemisphere. Furthermore, 7 tends
to be conserved following the motion in the middle troposphere (Holton,
1979). The physical interpretation of the ¢ can be expressed like the sum of
two effects: the rate of change of wind speed normal to the direction of the
flow, called shear vorticity, and the turning of the wind along a streamline,
called the curvature vorticity.

The study of the vorticity in the isentropic coordinates leads to define a
new variable called Potential Vorticity (PV). For a hydrostatic atmosphere,
with potential temperature as a the vertical coordinate the Ertel’s potential

vorticity is given by
]_ —  —

which is conserved following three-dimensional, adiabatic, frictionless motion

q:

(Ertel, 1942). Here ﬁ is the absolute vorticity vector, 6 the potential tempe-
rature, and p the density. In essence, the potential vorticity is proportional
to the product of vorticity and stratification that, following a parcel of air,
can only be changed by diabatic or frictional processes.

The potential vorticity is an important and very used variable in modern
dynamic meteorology basically because of,

1. Conservation Principle: for adiabatic and frictionless motion the po-
tential vorticity is conserved, and is well known that a great number of
meteorological processes can be considered frictionless and adiabatic.
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An increase of stability means a decrease of vorticity, and vice versa.
The potential vorticity represents the vorticity that would potentially
manifest an air parcel if it were brought adiabatically and without fric-
tion to a standard latitude and static stability.

2. Invertibility Principle: given the proper boundary conditions and the
balance condition! imposed on the wind, it is possible to determine,
uniquely, the distribution of both vorticity and static stability associa-
ted with a PV field. In other words, if the distribution of PV is known,
then the wind and temperature fields are also known (Bluestein, 1993).

This other way of looking at the atmosphere dynamics will not necessarily
result in new conclusions. However, it may give new dimensions to things that
in fact were already known. For example, the traditional way of describing the
tropopause is with use of the potential temperature or static stability. This is
only a thermodynamical way of characterizing the tropopause. The benefit of
using PV is that the tropopause can be understood in both thermodynamic
and dynamic terms.

In most of the literature the 2 PVU?, which separates tropospheric from
stratospheric air, is referred to as dynamical tropopause. An abrupt folding
or lowering of the dynamical tropopause can also be called an upper PV-
anomaly. When this occurs, stratospheric air penetrates into the troposphere
resulting in high values of PV with respect to the surroundings, creating a
positive PV-anomaly. In the lower levels of the troposphere, strong baroclinic?
zones often occur which can be regarded as low level PV-anomalies. Under
the assumption of a three dimensional balance between the fields of mass
(potential temperature), pressure and wind, positive PV-anomalies are con-
nected with cyclonic vorticity and negative PV anomalies with anticyclonic
vorticity (Hoskins et al., 1985).

— In the case of a positive PV-anomaly, the isentropes are characteri-
zed by higher values than in the surrounding areas above the anomaly
(indicating warmer air) and lower values below (indicating colder air).
The height of the tropopause has a local minimum. The corresponding
pressure and wind field shows an area with low pressure and a cyclonic
circulation (Fig. 2.1a).

IThe balance condition links the wind field to the temperature field .

2PVU means potential vorticity unit. 1 PVU = 10~%m?2s 'Kkg ™!

3 A baroclinic atmosphere is one for which the density depends on both the temperature
and the pressure.
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— In the case of a negative PV-anomaly, the isentropes are characteri-
zed by lower values than in the surrounding areas above the anomaly
(indicating colder air) and lower values below (indicating warmer air).
The height of the tropopause has a local maximum. The correspon-
ding pressure and wind field shows an area with high pressure and an
anticyclonic circulation (Fig. 2.1b).
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(a) Positive PV anomaly (b) Negative PV anomaly

Figure 2.1. Circularly symmetric flows induced by simple, isolated, PV-anomalies,
whose locations are shown stippled. In (a) the sense of azimuthal wind is cyclonic and
in (b) it is anticyclonic. Figure from Hoskins et al. (1985).

The upper PV-anomaly perturbs the wind and pressure fields throughout the
whole depth of the troposphere (Fig. 2.1). The effect of this perturbation is
proportional to the horizontal scale of the anomaly and inversely proportional
to static stability. Observations and model fields show the existence of low
level PV-anomalies. These low levels PV-anomalies do not have stratospheric
origin but are being formed in strong baroclinic zones where much release of
latent heat takes place.

The material conservation, combined with the advantage of invertibility is
very useful to describe complex dynamic processes. For example, cycloge-
nesis can be explained by an interaction between low and upper level PV-
anomalies. When the phase difference between two PV-anomalies has an
optimum value, interaction followed by mutual amplification takes place. Of
course the opposite can also occur, in the case of decaying cyclones.

If an upper level PV-anomaly develops, then as a consequence of the PV
conservation, positive vorticity is released and high PV wvalues from the
stratosphere influence the less stable environment of the troposphere. The
figure 2.2 describes a situation where an originally small-scale upper level

10
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Figure 2.2. A schematic picture of cyclogenesis associated with the arrival of an upper
air PV-anomaly over a low-level baroclinic region. In (a) the upper air cyclonic PV-
anomaly, indicated by solid plus sign and associated with the low tropopause shown, has
just arrived over a region of significant low-level baroclinicity. The circulation induced
by the anomaly is indicated by solid arrows, and potential temperature contours are
shown on the ground. The low-level circulation is shown above the ground for clarity.
The advection by this circulation leads to a warm temperature anomaly somewhat ahead
of the upper PV-anomaly as indicated in (b), and marked with an open plus sign. This
warm anomaly induces the cyclonic circulation indicated by the openarrows in (b).
If the equatorward motion at upper levels advects high-PV polar lower-stratospheric
air, and the poleward motion advects low-PV subtropical upper-tropospheric air, then
the action of the upper-level circulation induced by the surface potential temperature
anomaly will, in effect, reinforce the upper air PV anomaly and slow down its eastward
progression. Figure from Hoskins et al. (1985).

trough moves over a zonally oriented surface cold front when an upper-level,
positive PV-anomaly, is being advected over a zone of strong low-level equa-
torward temperature gradient. The left figure (a) shows such a situation with
the solid plus sign indicating the upper level PV-anomaly. The thick solid
arrow around the PV maximum indicates the cyclonic rotation. This rotation
is induced at lower levels of the baroclinic zone as shown by the thin solid
circulation arrow. This low level circulation causes warm advection ahead
leading to a low level positive temperature anomaly indicated by the open
plus sign in the right figure (b). This temperature anomaly is associated with
a cyclonic vortex which is marked by the open arrow at low levels. In turn,
this circulation has a positive feedback to the upper troposphere, shown by
an open circulation arrow at higher levels. In parallel a second process is ta-
king place, the induced low level vortex results in a strong equatorward wind
component under the upper level PV-anomaly. This southward component
also influences the higher levels and leads to an equatorward advection of
the upper level PV-anomaly which in turn intensifies the upper level wave.

11
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Within this increased flow, higher PV values to the west of the PV-anomaly
are advected southward and lower PV values to the east of the PV-anomaly
are advected northward. As a consequence of the latter process, the eastward
movement of the PV-anomaly is decreased. Hence, the interaction between
low and upper level circulations and the already ongoing cyclogenesis process
will strengthen.

2.2 Potential Vorticity Inversion Technique

The invertibility principle can be applied to develop a diagnostic system
that obtains the wind and temperature perturbations associated with a given
PV perturbation distribution. This application is called potential vorticity
inversion technique and can be very useful in order to discuss the relevance of
the PV-anomalies in the atmospheric behavior (Romero, 2001). For example,
the PV inversion technique allows to diagnose developments in which the PV-
anomalies are not growing, but are merely changing their relative positions
or their shapes. Furthermore, the conservation law for PV will help isolate
those disturbances growing chiefly by nonconservative processes while the
invertibility principle allows direct calculation of their associated circulation.

The potential vorticity inversion technique, developed by Davis and Emanuel
(1991), uses the balance condition derived by Charney (1955) to link the wind
field to the temperature field. This balance condition is very accurate in flows
with large curvature because is quite similar to gradient wind balance. The
Charney balance equation is obtained taking the horizontal divergence of
the horizontal momentum equations and decomposing the wind field into a
nondivergent and an irrotational part. After an scaling, the resulting equation
may be written in spherical coordinates (A, ¢, a)

oV oV
2 0 (a a_¢>)
atcos?p O (N @)
with ® the geopotential, ¥ the nondivergent stream function, A the longitude,

¢ the latitude, and a the earth’s radius. Relation (2.5) reduces to geostrophic
balance if f is constant and the Jacobian term is neglected.

V20 =V (fVV) + (2.5)

One more diagnostic equation relating ¥ to ® is needed in order to close the
system. This is obtained from an approximate definition of Ertel’s Potential
Vorticity (ErPV):

gKT ( 00 1 ovdld 10u (96’)

1= nﬁ_ﬁ o cosgba_ﬂa_/\+ 5%6’7}5

; (2.6)

12
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where k = Ry/C,, p is the pressure, 7 is the Exner function [C,(p/po)”]
and serves as vertical coordinate, n is the vertical component of absolute
vorticity and the hydrostatic approximation has been made. Performing an
scaling of (2.6) results in a relation between the potential vorticity, ® and V¥,

0*P
2 —
(r+vow) 28

gRT
4=————

1 U 9?d 1 0’0 9%*®
a? cos? ¢ ONOw ONOm  a? DpOm OpOT

(2.7)

The approximation used here replaces the vertical derivative of the total wind
by the vertical derivative of the nondivergent wind. Equations (2.5) and (2.7)
form a complete system for the unknowns ® and ¥, given q.

For boundary conditions, ® and ¥ are defined in the lateral boundaries and
their vertical derivatives on the horizontal boundaries are specified. The ob-
served geopotential serves as ® on the lateral edges and 0®/0r = —0 is
applied at the top and bottom. The gradient of ¥ along the edge is forced to
match the normal wind component, and the horizontal boundaries are given
by 0V /0r = —6, applied at both the top and the bottom. The obtained
solutions are fairly insensitive to this choice of boundary conditions.

The technique used to solve the system is an iterative numerical method of
successive overrelaxation (SOR) applied to each vertical level. As long as the
ErPV is everywhere positive the method consistently converged. Tests with
different initial guesses showed that the solution obtained was apparently
unique, or at least other existing solutions were unreachable.

2.3 Mesoscale Atmospheric Model

The atmosphere is ruled by complex non-linear dynamical processes. Due
to this non-linearity, the dynamical equations can not be resolved analyti-
cally. Therefore, the necessity of developing a numerical model capable of
describing these non-linear processes rises. Nowadays, a large number of at-
mospheric models have been designed and are being used regularly. These
models use parameterizations to describe the atmospheric process.

The non-hydrostatic mesoscale MM5 model is a high resolution short-range
weather forecast model developed by the National Center for Atmospheric
Research (NCAR) and the Pennsylvania State University (PSU) (Dudhia,
1993; Grell et al., 1995). The main characteristics of the MM5 are described

13



Chapter 2. Previous Concepts and meteorological tools M. Vich

below. The model user must decide which of these characteristics should
be used to run the desired simulation. In this study a single computational
domain with nonhydrostatic dynamics with meteorological grid data (FDDA
of observations is not included) is used. The specific characteristics of the
study simulations are explained in the next chapter.

(i) The MM5 model horizontal and vertical grid

The MM5 acquires and analyzes the data on pressure surfaces. This infor-
mation has to be interpolated to the model’s vertical coordinate, o, before
being used. The vertical coordinate o is terrain following, like figure 2.3
shows, meaning that the lower grid levels follow the terrain while the upper
surface is flat. The vertical coordinate o is defined by

P —Do
Ps — Dt ’

o= (2.8)
where pg is the reference-state pressure, p; is a specified constant top pressure,
and ps is the reference-state surface pressure. The values of o go from 0 at
the atmosphere’s top to 1 at the earth’s surface.

o 0.8
11 0.89
12 0.93

13 0.96

16 1.00

Figure 2.3. Schematic representation of the vertical structure of the model. This exam-
ple is for 15 vertical layers. Dashed lines denote half-sigmalevels, solid lines denote
full-sigma levels.

14



M. Vich Chapter 2. Previous Concepts and meteorological tools

The horizontal grid has an Arakawa-Lamb B-staggering of the velocity varia-
bles with respect to the scalars. This is shown in figure 2.4 where it can be
seen that the scalars, like temperature, are defined at the center of the grid
square, while the eastward and northward velocity components are collocated
at the corners. All these variables are defined in the middle of each model
vertical layer, referred to as half-levels, and vertical velocity is carried at the
full levels.

(IMAX, 1) - - - - - (IMAX, IMAX)
X X Ti\_i(j.‘“ X X X
] 1:\ L] - [ ] . 1
X X X X X X
] . ™ i
X X X X
+ ] L ] [
| X X X X
] [ ] 'y [
X X x x x X
) ] ] ] (] . 1
X x x X X X
(L1~ - - - - - (1. JMAX)

J —-

Figure 2.4. Schematic representation of the horizontal Arakawa-Lamb B-staggering
staggering of the dot and cross grid points. The smaller inner box is representative
mesh staggering for a 3:1 coarse-grid distance fine-grid distance ratio.

(i) The nesting capability

The MM5 model contains a capability of multiple nesting with up to nine
domains running at the same time and completely interacting. A possible
configuration is shown in figure 2.5. The nesting ratio is always 3:1 for two-
way interaction, and is not restricted for one-way nesting. The one-way nes-
ting differs from two-way nesting in having no feedback and coarser temporal
resolution at the boundaries. Each sub-domain has a mother domain in which
it is completely embedded. Moving a domain and turn on and off a nest at
any time in the simulation is also possible. There are three ways of doing
two-way nesting. First, nest interpolation, where the nest is initialized by

15
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interpolating coarse-mesh fields and requires no additional input files. Second,
nest analyses input, which requires a model input file to be prepared for the
nest in addition to the coarse mesh. Third, nest terrain input that requires
just land-use input file, so the meteorological fields are interpolated from the
coarse mesh and vertically adjusted to the new terrain (land-use).

Figure 2.5. Example of nesting configuration. The shading shows three different levels
of nesting.

(iii) The lateral boundary conditions

A regional numerical weather prediction model requires lateral boundary
conditions. In MMS5 all four boundaries have specified horizontal winds, tem-
perature, pressure and moisture fields, and can have specified microphysical
fields, such as cloud and precipitation species, if these are available. These
boundary values have to be set in the simulations in addition to initial values
for these fields.

The boundary values can come from analyses at the future times, from a
previous coarser-mesh simulation, and from another model’s forecast. For
real-time forecasts the lateral boundaries will ultimately depend on a global-
model forecast. In studies of past cases the analyses providing the boundary
conditions may be enhanced by observation analysis in the same way as
initial conditions are. The MMS5 uses these discrete-time analyses by linearly
interpolating them in time to the model time. In two-way nest, the boundaries
are updated every coarse-mesh timestep.

16
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(iv) The nonhydrostatic dynamics

In the mesoscale models, the hydrostatic approximation can be applied when
the typical horizontal grid sizes are comparable with or greater than the verti-
cal depth of features of interest. Then, the pressure is completely determined
by the overlying air’s mass, like the hydrostatic relation shows,

dz = —pog dz . (2.9)

However, when the scale of resolved features in the model have aspect ratios
nearer unity, or when the horizontal scale becomes shorter than the verti-
cal scale, nonhydrostatic dynamics can not be neglected. The nonhydrostatic
dynamic introduces an additional term, the vertical acceleration that con-
tributes to the vertical pressure gradient, so the hydrostatic balance is no
longer exact.

(v) The reference state in the nonhydrostatic model

The reference state is an idealized temperature profile in hydrostatic equili-
brium, given by

Ty =T+ Aln <p—°) , (2.10)
Poo

where Ty is specified by: sea-level pressure, pgy, the reference temperature
at poo, Tso, and a measure of lapse rate, A, representing the temperature
difference between poy and pgg/e. Usually, just Ty needs to be selected based
on a typical sounding in the domain.

The surface reference pressure, therefore, depends entirely upon the terrain
height, and can be derived from eq. (2.10), using the hydrostatic relation

(2.9),
2
g B4 (lnp—0> _ Rl (znp—o) (2.11)
g Poo

and this quadratic can be solved for pg(surface) given the terrain elevation,
Z. Once this is done, the heights of the model o levels are found from

Po = Pso0 + Prop - (2.12)

where
pso = po(surface) — piop (2.13)

17
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and then eq. (2.11) is used to find Z from pg. It can be seen that since the
reference state is independent of time, the height of a given grid point is
constant.

(vi) The four-dimensional data assimilation

The four-dimensional data assimilation (FDDA) allows to input data over
an extended time period to the model. Essentially FDDA allows the model
to be run with forcing terms that guide the model towards the observations
or analyses. The benefit of this is that after a period of nudging the model
has been fit to some extent to all the data over that time interval while
also remaining close to a dynamical balance. This has advantages over just
initializing with analyses at a single synoptic time because adding data over
a period effectively increases the data resolution.

The two primary uses for FDDA are dynamical initialization and four di-
mensional datasets. Dynamical initialization is where FDDA is used over a
pre-forecast period to optimize the initial conditions for a real-time forecast.
The second application, four-dimensional datasets, is a method of produc-
ing dynamically balanced analyses that have a variety of uses from budget
to tracer studies. The model maintains realistic continuity in the flow and
geostrophic and thermal-wind balances while nudging assimilates data over
an extended period.

(vii) The land-use categories

The MMS5 provides three sets of land-use categorizations that are assigned
along with elevation. These have various categories like: type of vegetation,
desert, urban, water, ice, and others. Each grid cell of the model is assigned
one of the categories, and this determines surface properties such as albedo,
roughness length, longwave emissivity, heat capacity and moisture availabi-
lity. Additionally, if a snow cover dataset is available, the surface properties
may be modified accordingly. These values are also variable according to
summer or winter season, for the northern hemisphere. It is important to note
that the values are climatological and may not be optimal for a particular
case, especially moisture availability.

18
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(viii) The map projections and map-scale factors

The modeling system has a choice of several map projections. Lambert Con-
formal is suitable for mid-latitudes, Polar Stereographic for high latitudes
and Mercator for low latitudes. These transformations are accounted for in
the model pre-processors that provide data on the model grid, and post-
Processors.

The map scale factor, m, is defined by

distance on grid
= 2.14
"M = actual distance on earth ’ ( )

and its value is usually close to one varying with latitude. The projections
in the model preserve the shape of small areas, but the grid length varies
across the domain to allow a representation of a spherical surface on a plane
surface. Map scale factors need to be accounted for in the model equations
wherever horizontal gradients are used.

(ix) The basic equations of the MM5 model

As expected, the MM5 basic equations are nonhydrostatic and are given
in terms of terrain following coordinates (x,y,0). These equations without
moisture terms are given by

— the pressure equation:

ap' = o w (Q Ty

— —pogw +pV -V ==V . Vp'+ = =+ =Dy | , (215
5p — Pogw TP A Pl (2.15)
where p’ is the nonhydrostatic perturbed pressure, p is the hydrostatic
pressure, pg is the air density, g is the gravity constant, w is the vertical
velocity, v = g—’;, where C), is the air calorific heat at constant pressure

and C, is at constant volume, ‘7 is the velocity vector, @ is the heat
exchange with the environment, Tj is the temperature of the buoyancy
term, 6 is the reference potential temperature and Dy is the heat loss
owning to friction and turbulence. This equations shows that pressure
temporal variations are due to the rising and subsidence fluid motions,
variations produced by converge and divergence, pressure advection
and variations provided by heat exchanges.
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— the momentum equations:

a) component Xx:

ou m (Jp o Op*op —
e e e e S B /8
8t+p <8x p* Oz 80) Vi
+ v f—I—ua—m—va—m —ewcosa — —2 + D, , (2.16)
(9y Ox Tearth

where m is the map scale factor, p* = Dsyr face —Drop is the difference
between pressure, f and e = 22 cos A are the Coriolis terms where
A is the latitude, a = ¢— ., ¢ is the longitude and ¢, is the central
longitude, u%—?, U%—? and 7.4, are the curvature effect terms, and
D, is the heat loss term due to friction and turbulence in the
component x direction. The component x momentum temporal
variations are due to spacial variations in the pressure field, u

velocity advection and curvature and Coriolis effects.

b) component y:

a / * /
Ov m (0p o\ _ g,
ot p \dy p* oy do
0 0
+u f—i—u—m—v—m tewsina — —— + D, . (2.17)
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¢) component z:
ow pygdp gy = po 1"
PRI I8 -V Vg
ot pp*do  qp T
R / 2 2
—u£+e(ucosoz—vsinoz)+u Rl + D, , (2.18)
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where R, is the dry air universal constant.
— the thermodynamic equation:

T __¥.vr
ot

L (oY | = Q . Ty
— (== V-V - = 4+ 22Dy, (219
pcp(at+ p pogw)+0p+90 o (2.19)

The temperature temporal variations are due to thermal advection,
density variations, heat exchanges and heat loss owning to friction and
turbulence.
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2.4 Probabilistic Forecasting

The numerical models used in operational and research centers will predict
realistic weather features, but the errors in a forecast will inevitably grow
with time due to the chaotic nature of the atmosphere. In fact it is known
that, due to the nonlinear nature of fluid dynamics, it is impossible to ac-
curately predict the state of the atmosphere (Lorenz, 1963). Furthermore,
existing observation networks have limited spatial and temporal resolution
which introduces uncertainty into the calculated initial state of the atmo-
sphere.

To account for this uncertainty, stochastic or ensemble forecasting is used,
involving multiple forecasts created with different model systems, different
physical parameterizations, or varying initial conditions. In the later, instead
of running just a single forecast the model is run a number of times from
slightly different starting conditions. The complete set of forecasts is referred
to as the ensemble and individual forecasts within it as ensemble members.
The initial differences between ensemble members are very small so that
if members are compared with observations it would be impossible to say
which members fitted the observations better. All members are therefore
equally likely to be correct, but several days ahead the forecasts can be quite
different (Fig. 2.6).

MULTIPLE FORECAST ENSEMBLE
T=Truth .

.
/.

1 O "\
\ TM\

~—

INITIAL

s

Figure 2.6. The Ensemble Prediction System allows to sample several potential future
states of the system by perturbing the initial conditions according to the uncertainties
associated with observations. A statistical analysis could be used to discern likely condi-
tions, average conditions, and a range of uncertainties associated with the predictions.
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The Ensemble Forecasting System (EPS) is usually evaluated in terms of
the ensemble mean of a forecast variable and the ensemble spread, which
represents the degree of agreement between various forecasts in the ensem-
ble system. This probabilistic forecasting has shown better detection skill of
extreme events that deterministic forecasting (Jordan II, 2005).

An improvement of the EPS is the superensemble forecast method (Krish-
namurti et al., 1999, 2000a,b, 2001). The superensemble statistical method
employs past forecasts from a group of ensemble members in an effort to
correct biases? in these forecasts and rank the relative strength of each of
the member (training phase). Then, the superensemble prediction is derived
using the data gathered through the training phase and current ensemble
members forecasts (forecast phase). A schematic view of operational appli-
cation of the superensemble is shown in figure 2.7.

TRAINING \ FORECAST
PHASE \ PHASE
1
1
1
1
1
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T ﬁ
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Figure 2.7. The vertical line in the center denotes time t = 0, and the area to the
left denotes the training area where a large number of forecasts experiments are carried
out by multianalysis-multimodel system. During the training period, the observed fields
provide statistics that are then passed on to the area on the right, where t > 0. Here
the multianalysis-multimodel forecasts along with the aforementioned statistics provide
the superensemble forecasts. Figure from Krishnamurti et al. (2001).

4The bias is a term which refers to how far the average statistic lies from the parameter
it is estimating, that is, the error which arises when estimating a quantity.
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Potential vorticity error
climatology

The designed ensemble prediction system is based on perturbed initial and
boundary conditions through the potential vorticity field. Then, in order to
introduce realistic perturbations a potential vorticity error assessment has to
be done.

In a previous step, the data source needs to be decided. The main goal of
designing this EPS for the Mediterranean area is to be able to predict extreme
events. Therefore, the EPS needs to be a real time operating system. This
means that the meteorological analyses fields can not be the data source. This
is because the analyses are a weighted compromise between observations and
an atmospheric first guess (usually a 6 hour forecast), so they are not available
for future times. Therefore, the most logical data source for real-time purpose
would be the meteorological forecast fields. It is necessary to emphasize that
all the meteorological data is provided by the European Centre for Medium-
Range Weather Forecasts, ECMWF.

The potential vorticity error climatology (PVEC) is calculated comparing
ECMWEF 24 h forecast and ECMWF analyses PV fields, assuming the ana-
lyses PV fields as the best available atmospheric description. It is assumed
too that the main error sources are the possible displacement between the
24 h forecast and ECMWF analyses PV fields and the difference in PV inten-
sity. All computations and statistics are done for a collection of 19 MEDEX
cyclones briefly described in appendix A, and for the ECMWF standard
pressure levelst.

TECMWF standard pressure levels: 100, 200, 300, 400, 500, 700, 850, 925 and 1000 hPa
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The PVEC has been done following the next steps, for each pressure level.

1. Obtain the ECMWF 24 h forecast and ECMWF analyses PV fields for
the MEDEX cyclones collection.

Determine the PV displacement error.
Determine the PV intensity error.

Calculate the percentiles of the displacement and intensity error.

AR ol

Fit analytical functions to the percentiles of the displacement and in-
tensity error.

These steps are detailed below.

3.1 Obtain the PV fields

The area of study is defined as a 22.5 km resolution domain centered in 39.8
lat. and 2.4 lon., with a 120x120 grid. This domain contain all the areas
affected by the selected MEDEX cyclones and corresponds to the Domain 1
(Fig. 3.1) used in the deterministic operative model run by UIB Meteorology
Group (http://mm5forecasts.uib.es) .

Figure 3.1. Domain 1 of the UIB Meteorology Group operative model

The PV fields of the analyses and forecast data are calculated every 6 h for
all the days contained in the cyclone collection, plus the day before of each
event. Furthermore, the calculations are done using the Ertels’s PV definition
given in eq. (2.7), for the defined domain.
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3.2 Displacement error

It is likely that the 24 h forecast fields are displaced backward or forward
respect to the analyses fields. This lag can be minimized displacing the 24 h
forecast fields to obtain maximum correlation with the analyses fields. To
obtain this displacement error, the following method is applied.

A matrix of 21x21 grid point associated to its central point is defined (in
distance 450x450 km?). Then, each grid point of the 24 h forecast PV field
is displaced in all directions up to 10 grid points (225 km is the typical dis-
tance between PV structures, and so it is chosen to be sure of capture the
lag). Due to the dimensions of the matrix associated to each grid point the
boundary can not be evaluated. In each of these displacements the correla-
tion between the 24 h forecast displaced matrix and the respective analyses
matrix is calculated. The matrix dimension, 450x450 km?, assures that ob-
tained correlation reflects whether it is really the same structure or a different
one, due to the typical scales of the PV fields. Then, the displacement error
(DE) corresponds to the minimum displacement of the 24 h forecast PV field
showing local maximum correlation with the analyses PV field. The figure 3.2
shows a very simple example of this method.

(a) (b) (c)

Figure 3.2. A very simple example of how the displacement error is calculated. (a)
Initial spatial pattern of the 24 h forecast (solid line) and analysis (dashed line) PV
fields,(b) Area of 24 h forecast PV field associated to a selected grid point of the study
domain, (¢) Minimum displacement of the 24 h forecast PV field showing local maximum
correlation with the analysis PV field.

The displacement error is a discrete magnitude due to its own definition.
The representation of the number of grid points as function of the displace-
ment error, displacement density function, shows a very clear symmetry along
South-North and West-East directions (Fig. 3.3). This fact allows to use an
absolute value in both directions. Furthermore, the displacement error shows
a lack of dependence on the PV value of the grid (Fig. 3.5).
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Figure 3.3. This figure corresponds to the displacement density function at 300 hPa,
and represents the number of grid points as function of the displacement error. The
South-North (blue line) and West-East (red line) directions are represented separately.
The negative values represent the displacement in the opposite way along its direction.

3.3 Intensity error

The intensity error corresponds to the difference between the displaced 24 h

forecasts PV fields and analyses PV fields. The intensity error of each grid
point is calculated as follows:

1.

determine the 21x21 grid points matrix associated,
2.

calculate the difference between the displaced 24 h forecasts and the
analyses for all these grid points,

3. calculate the average of this difference.
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Then, this average is the called intensity error (IE). This error presents a
very high symmetry between positive and negative values, so the absolute
value is used. Furthermore, the intensity error shows a clear dependence on
the PV value of the grid (Fig. 3.4).

10 T T T T T T T T T

Intensity Error

10 I 1 1 I 1 1 i 1 1

PV (PVL)

Figure 3.4. Intensity error at 300 hPa. Presents a very high symmetry and a clear
dependence on the PV value.

With the purpose of incorporate this dependence on the PV value a new vari-

able based on the intensity error is defined. The %IE is defined as %%.

3.4 Displacement and intensity error percentiles:
fitted analytical functions

In order to obtain the distribution of the PVEC, the percentile of these
errors, DE and %IE, are calculated. This percentile gives information about
the value of a variable below which a certain percent of observations fall. So,
for example, the 20th percentile is the value below which 20 percent of the
observations are found.

27



Chapter 3. Potential vorticity error climatology M. Vich

Before the percentile is calculate, all the values are separated by values of
analysis PV in classes of 0.1 PVU for each pressure level. But, since the DE
is not continuous, the percentile cannot be calculated with the traditional
method. The designed method takes advantage of the lack of dependence on
the PV value.

The method consists of calculating the percentage of grid points with a dis-
placement of X grid points (X goes from 0 to 10 grid points). Now, this
percentage is assigned to a DE of X.5 grid points. At this point each DE
has a percentage associate but the percentile levels go from 10, 20, to 100
percentage. Then, the percentiles are calculate with a linearly interpolation
of the obtained percentages, in other words, the DE associated with each
percentiles is fitted linearly. A brief schematical description is shown bellow:

1. Calculate the percentage of grid points with a displacement of X grid
points (X goes from 0 to 10 grid points),

2. this percentage is assigned to a DE of X.5 grid points, and
3. the DE associated with each percentile is fitted linearly.

Analytical functions have been fitted to model the percentile levels of dis-
placement and intensity errors. It should be emphasized that the displace-
ment and intensity error depend on the pressure level. The fitted functions are
a linear-like function for each direction of the DE (Fig. 3.5), and a potential-
like function as %IE(PV) = a - PV’ + ¢ for the %IE (Fig. 3.6).
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Figure 3.5. The DE percentile levels along South-North and West-East direction at
300 hPa
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Figure 3.6. The %IE percentile levels at 300 hPa
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Chapter 4

Application to Mediterranean
cyclogenesis events

Once the PVEC is obtained, it is used to define the EPS members. The
ensemble members are the original state and several perturbed states. This
perturbed members are obtained using the following methodology.

4.1 Methodology

The PVEC is used to implement the ensemble system by randomly per-
turbing the fields. This random approach means that a random number de-
termines the magnitude of the perturbation, in other words, which error
percentile level is applied, and another random number determines if the
perturbation is positive or negative.

In order to be consistent with the most influential PV structures, these ran-
dom perturbations are only applied along the zones with the most intense
PV values and gradients. The automatic detection of these zones is done fol-
lowing the next steps. It should be noticed that to avoid boundary problems
a new domain of 200x200 grid points is defined during this phase.

1. A highly smoothed PV field is calculated.

2. A pseudo-sensitivity field is defined as the difference between the ori-
ginal PV field and the smoothed PV field.

3. A threshold is defined for each pressure level as

nr,nc

1
Z |pseudo-sensitivity; ; ;| , (4.1)
1]

nr-nc

threshold;, =
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where k is the pressure level, 7 and j are the x and y coordinates of the
grid and nr and nc are the horizontal grid dimensions, respectively.

4. The zones with PV higher and lower than the threshold are detected in
the three dimensional big domain. The positive detection area covers
approximately half of the of the big domain (200x200 grid points) area.

5. It is assigned the same error percentile level of intensity and displace-
ment to the detected zones that correspond to a same PV structure.
This percentile error is different for intensity and for the displacement
in each direction. The sign of the intensity error is assigned randomly
too, but a uniform randomly selected directional error is assigned to
the whole domain to avoid discontinuities in the PV field.

The figure 4.1 shows the zones with the most intense PV values and gradi-
ents detected with the method explained above at 300 hPa for the MEDEX
cyclone of 9th June 2000.

Figure 4.1. Zones with intense PV values and gradients at 300 hPa for the MEDEX
cyclone of 9th June 2000 at 00 UTC. Positive values are in purple and negatives in blue.
(Coordinated Universal Time, UTC, is a high-precision atomic time standard.)

Then, the PVEC converts the percentile levels to PV errors and the PV
perturbed field is obtained. The PV inversion technique uses this PV per-
turbed field to obtain the wind and temperature (mass) perturbed balance
fields. Finally, the difference between the original and perturbed balance
fields provides the initial and boundary perturbations for each member of
the ensemble.
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4.2 An illustrative case: MEDEX cyclone of
9th June 2000

The MEDEX cyclone of 9th June 2000 affected the northeastern part of
the Iberian Peninsula. The heavy rains produced severe floods over densely
populated areas and very heavy material losses. The observed accumulated
rainfall over Catalonia is shown in figure 4.2.

Observed Accumulated Rainfall

Figure 4.2. Observed accumulated rainfall (shaded according to scale, mm) between
0700 UTC 9 Jun 2000 and 0700 UTC 11 Jun 2000. Internal basins of Catalonia (thin
continuous line) and the provinces of the northeastern Spain and southern France (thick
continuous line) are plotted. Maximum value is 223 mm. Rain gauge network (crosses)
is highlighted. Figure from Martin et al. (2007).

The event was characterized by the entrance of an Atlantic low-level cold
front and an upper-level trough that contributed to the generation of a
mesoscale cyclone in the Mediterranean Sea east of mainland Spain. The
circulation associated with this mesoscale cyclone advected warm and moist
air toward Catalonia from the Mediterranean Sea. The convergence zone be-
tween the easterly flow and the Atlantic front, as well as the complex orogra-
phy of the region, favored the triggering and organization of the convective
systems. Radar showed the development of two long-lived mesoscale convec-
tive systems that merged and remained quasi-stationary nearby the city of
Barcelona for nearly 2 h. A brief description of the synoptical situation is
shown in figure 4.3. (Martin et al., 2007).
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Figure 4.3. NCEP (National Centers for Environmental Prediction) analyses maps.
(top) Geopotential height at 500 hPa (continuous line, gpm) and temperature at 500 hPa
(dashed line, ° C) at (a) 0000 UTC 9 June 2000 and (b) 0000 UTC 10 Jun 2000. (bottom)
Sea level pressure (continuous line, hPa) and temperature at 925 hPa (dashed line, ° C)
at (c) 0000 UTC 9 June 2000 and (d) 0000 UTC 10 Jun 2000. Main orographic systems
are highlighted. Figure from Martin et al. (2007).

This MEDEX cyclone is used to illustrate the potential of the presented
methodology. The figure 4.4 shows the original initial state and four per-
turbed ensemble members for 9th June 2000 at 00 UTC. These initial states
and the boundary conditions associated are introduced in the MM5 model
to run a 54 h forecasts. The boundary conditions of the four perturbed en-
semble members are perturbed too, using the same method described above.
The figure 4.5 shows the MM5 54 h forecasts of the control and perturbed
members for 11th June 2000 at 06 UTC.

The period of forecasting is 54 h to simplify the posterior verification process.
That is because the rainfall data is available at 24 h intervals starting each
day at 06 UTC.
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A brief description of the ensemble member figures is done below.

— Initial state: (Fig. 4.4) The five ensemble members PV structures
are different. The differences are provided by the displacement error
that affects the spatial patterns and intensity error that affects the
PV intensity distribution. The difference in intensity is bigger than the
spatial ones. In spite of this it is obvious that all members represent
the same PV structure and that this difference is due to reasonable
uncertainties of the meteorological state.

— 54 h forecast: (Fig. 4.5) The differences in the initial state and the
boundary conditions are reflected on in the obtained forecasts. The
rainfall patterns are clearly different, but contain the observed pattern.
So, the ensemble captures the event. The sea level pressure and PV
field at 300 hPa are different too. These differences are shown in the
displacement of the fields, in the intensity differences and in the position
of the PV center.

35



Chapter 4. Application to Mediterranean cyclogenesis events

M. Vich
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Figure 4.4. 9th June 2000 at 00 UTC. PV field at 300 hPa. Original initial state (control

member) and four perturbed ensemble members
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(b) Perturbed members
Figure 4.5. MMb5 54 h forecasts of 11th June 2000 at 06 UTC. Total rainfall (fill

contour), sea level pressure (blue line) and PV field at 300 hPa (red line). Control
member and four perturbed ensemble members
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Chapter 5

Conclusions and further work

The potential vorticity error climatology gathers up the real uncertainties
in the PV field given by the ECMWEF 24 h forecasts. This PVEC allows to
perturb the ECMWEF 24 h forecasts introducing reasonable errors that can
account for the true state of the atmosphere. This uncertain initial state is
the basic principle of the probabilistic forecasting. So, the PVEC can be used
not only to improve the knowledge of the PV field but to design an ensemble
system based on perturbed initial and boundary conditions.

The designed methodology appears to be a promising tool for building ensem-
ble forecasts of extreme weather events such as high impact Mediterranean
cyclones. The use of a single variable, PV, on which to define perturbations,
combined with the PV inversion technique, keeps the method simple while
ensures modifications of all the meteorological fields without compromising
the mass-wind balance. The resulting forecasts are consistent with the real
uncertainties of the PV field and produce precipitation fields of realistic vari-
ability.

In a further work, this method will be applied systematically, using 20 ensem-
ble members, to all members of the MEDEX cyclones collection comprising
56 different simulation periods.

Another line of work consists of using the PV sensitivity areas calculated by
the MM5 adjoint model instead of the zones with the most intense PV values
and gradients previously explained.

An adjoint model is the transpose of the first-order linear approximation of
the evolution of perturbations in the standard forward nonlinear simulations
(Martin et al., 2007), and provides an excellent framework to determine the
sensitivities of a particular forecast feature of interest, called response func-
tion (Fig.5.1). The adjoint model allows to evaluate the effect of any pertur-
bation to one particular response function (Homar and Stensrud, 2004).
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Figure 5.1. Schematical view of an adjoint model. X;, are the initial meteorological
fields, X+ are the simulated fields, and R is the response function of the adjoint model.

As an example, the PV sensitivity areas of our study case are calculated by
the MM5 adjoint under a response function given by the low-level vorticity
predicted over the western Mediterranean region (Fig. 5.2). In this case per-
turbations of the PV field are introduced in closely following the spatial and
intensity pattern of the sensitivity field.

F¥V Sensitivity at 300 hFPoe

Figure 5.2. MM5 adjoint PV sensitivity field at 300 hPa for the MEDEX cyclone of
9th June 2000 at 00 UTC. Positive values are in purple and negatives in lilac.

Preliminary results seems to indicate that perturbing according to PV sensi-
tivity patterns instead of randomly, produces higher spread and more realistic
results, as figure 5.3 shows.
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Figure 5.3. MM5 54 h forecasts of 11th June 2000 at 06 UTC obtained using the MM5

adjoint PV sensitivity field. Total rainfall (fill contour), sea level pressure (blue line) and
PV field at 300 hPa (red line). Control member and four perturbed ensemble members
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Appendix A
Collection of MEDEX cyclones

A brief description of several MEDEX cyclones (http://medex.inm.uib.es).

Date Priority Country Societal impacts
affected

01 | 11-12 Sep. 1996 | Medium | Spain Flood in Valencia region.
Serious damages from
winds in Bal. Isl. High risk
for navigation

02 | 06-09 Oct. 1996 | High Italy Widespread floods, affect.

(Sardinia; 40000 people (Em. Rom.),
Emilia- minor floods (Sardinia)
Romagna),

Spain

(Balears)

03 | 14 Oct. 1996 Medium | Spain, Italy | Floods and damages in in-
frastructures. In IT (Cal-
abria): floods, 6 casual-
ties, buildings destroyed,
interruption of terr. traffic,
huge damages to agricul-
ture, tourist and industrial
activities
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Date Priority | Country Societal impacts
affected
04 | 04-06 Nov. 1997 | High Portugal Floods (FR, SP,PO), casu-
(S Alentejo),| alties (FR, SP), material
Spain, losses. 4 casualties (PO).
France
(Med. coast,
Cevennes,
French
Alps)
05 | 11-14 Nov. 1999 | High Italy Serious floods, casualties
(Sardinia), | (Sardinia). Severe flood, 30
Spain, casualties (FR), 1000 M
France Euros loss (FR)
06 | 10 Jun. 2000 High Spain 240 mm/6h, flood, 4 ca-
(Catalunya) | sualties in Catal., land-
slides, buildings and roads
affected, very heavy mate-
rial losses
07 | 21-26 Oct. 2000 | High Spain Serious flash floods, 8
(Catal., SE | casualties in Catal. and
of Aragon, | other parts of Spain, land-
N Valencian | slides. Buildings and roads
comm.) affected. Very important
damages and losses.
08 | 02-05 Nov. 2001 | Low Spain Important floods
(Murcia,
Castellén,
Malaga,
Almeria)
09 | 09-13 Nov. 2001 | High Algeria, Disaster in Algiers: about
Spain 600 victims, thousands
(Balears), homeless. Floods also in
Croatia, Morocco. In Balears: 4
Morocco casualties, 220,000 trees
uprooted, up to 60%
sand removal in beaches,
100 M€ private damage,
infrastructures  damages,
serious interruptions of
traffic,  electric  power
system and telephone.
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Date Priority | Country Societal impacts
affected
10 | 14-16 Nov. 2001 | High Spain Damage was significant
(Balears) (added to the previous
extreme impact), but the
psychological impact (high
perception of risk) was
even more dramatic.
11 | 14-15 Dec. 2001 | Medium | Spain Incommunicated roads,
(Catalonia) | high roads and villages
Damages in beaches
12 | 11 Apr. 2002 Low Spain Damages in urban furni-
(North- ture Damages in beaches
eastern Local floods
Catalonia:
Emporda)
13 | 06-08 May. 2002 | Medium | Spain Floods
(Valencia,
Balears)
14 | 12-15 Jul. 2002 | Medium | Spain Big damages and 1 casu-
(Balears), alty (Croatia)
Croatia
15| 31 Jul. 2002 - | Medium | Spain Damages in urban furni-
01 Aug. 2002 (Eastern ture
Catalonia)
16 | 08-10 Sep. 2002 | High France 20-30 casualties, floods, se-
(Nimes- rious interruption of rail-
Marseille) way and road traffic
17 | 12-13 Sep. 2002 | Medium | Spain Important floods in both
(Catalonia, | areas. 30 cars dragged out
Balears) in Pollenga
18 | 23-24 Sep. 2002 | Medium | Spain (Cen- | Local floods Damages in
tral coast of | urban furniture
Catalonia)
19 | 08-10 Oct. 2002 | Medium | Spain (Cen-
tral coast of L
Catalonia)
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